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Abstract

We compare two pivot strategies for
phrase-based statistical machine transla-
tion (SMT), namelyphrase translation
and sentence translation The phrase
translation strategy means that we di-
rectly construct a phrase translation ta-
ble (phrase-table) of the source and tar-
get language pair from two phrase-tables;
one constructed from the source language
and English and one constructed from En-
glish and the target language. We then use
that phrase-table in a phrase-based SMT
system. The sentence translation strat-
egy means that we first translate a source
language sentence into English sen-
tences and then translate thessentences
into target language sentences separately.
Then, we select the highest scoring sen-
tence from these target sentences. We con-
ducted controlled experiments using the
Europarl corpus to evaluate the perfor-
mance of these pivot strategies as com-
pared to directly trained SMT systems.
The phrase translation strategy signifi-
cantly outperformed the sentence transla-
tion strategy. Its relative performance was
0.92 to 0.97 compared to directly trained
SMT systems.

Introduction

}@nict.go.jp

has been supported by large parallel corpora such
as the Arabic-English and Chinese-English paral-
lel corpora distributed by the Linguistic Data Con-
sortium and the Europarl corpus (Koehn, 2005),
which consists of 11 European languages. How-
ever, large parallel corpora do not exist for many
language pairs. For example, there are no pub-
licly available Arabic-Chinese large-scale parallel
corpora even though there are Arabic-English and
Chinese-English parallel corpora.

Much work has been done to overcome the lack
of parallel corpora. For example, Resnik and Smith
(2003) propose mining the web to collect parallel
corpora for low-density language pairs. Utiyama
and Isahara (2003) extract Japanese-English parallel
sentences from a noisy-parallel corpus. Munteanu
and Marcu (2005) extract parallel sentences from
large Chinese, Arabic, and English non-parallel
newspaper corpora.

Researchers can also make the best use of exist-
ing (small) parallel corpora. For example, Niel3en
and Ney (2004) use morpho-syntactic information to
take into account the interdependencies of inflected
forms of the same lemma in order to reduce the
amount of bilingual data necessary to sufficiently
cover the vocabulary in translation. Callison-Burch
et al. (2006a) use paraphrases to deal with unknown
source language phrases to improve coverage and
translation quality.

In this paper, we focus on situations where no par-
allel corpus is available (except a few hundred paral-
lel sentences for tuning parameters). To tackle these

The rapid and steady progress in corpus-based mextremely scarce training data situations, we pro-

chine translation (Nagao, 1981; Brown et al., 1993)ose using a pivot language (English) to bridge the
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source and target languages in translation. We firabilities (both directions), a word penalty, a phrase
translate source language sentences or phrases ip@malty, and a linear reordering penalty. For details
English and then translate those English sentences these feature functions, please refer to (Koehn et
or phrases into the target language, as describedah, 2003; Koehn, 2004; Koehn et al., 2005). To set
Section 3. We thus assume that there is a parallédle weights\,,, we carried out minimum error rate
corpus consisting of the source language and Etraining (Och, 2003) using BLEU (Papineni et al.,
glish as well as one consisting of English and the ta2002) as the objective function.

get language. Selecting English as a pivot language

is a reasonable pragmatic choice because Englishds Pivot methods

included in parallel corpora more often than other

languages are, though any language can be used ah%use _the phra;e-basgd S'I\AT s_ystem dﬁsgnbei/c\j/ In
pivot language. the previous section to develop pivot methods. We

In Section 2, we describe a phrase-based statisi>® Engliste as the pivot language. We use French

cal machine translation (SMT) system that was used?"d Germarghz_is examples of the source and target

to develop the pivot methods described in Sectioﬁmguages '_nt Is section. _ .

3. This is the shared task baseline system for the e describe two types of pivot strategies, namely

2006 NAACL/HLT workshop on statistical machine Phrase translatiorandsentence translation _

translation (Koehn and Monz, 2006) and consists of 1€ Phrase translation strategy means that we di-
the Pharaoh decoder (Koehn, 2004), SRILM (Sto|r_ectly construct a French-German phrase translation
cke, 2002), GIZA++ (Och and Ney, 2003), mkclstable (phrase-table for short) from a French-English

(Och, 1999), Carméi,and a phrase model training phrase-table and an English-German phrase-table.

code. We assume that these French-English and English-
German tables are built using the phrase model train-
2 Phrase-based SMT ing code in the baseline system described in the

Wi h based SMT ‘ Ph introduction. That is, phrases are heuristically ex-
Ke Ese a Ip ngzg zseh 200 4sys E.mr’] . baraq acted from word-level alignments produced by do-
(Koehn et al., » Roenn, ), which is base g GIZA++ training on the corresponding parallel

on a log-linear formulation (Och and Ney, 2002). Itcorpora (Koehn et al., 2003).

's a state-of-the-art SMT system with freely avail-= . oo ionce ranslation strategy means that we

able software, as described in the mtroductlor}.lrst translate a French sentence int&nglish sen-

The system segments the source sentence into 20- :
ences and translate thesesentences into German
called phrases (a number of sequences of consecu-

. . i Separately. Then, we select the highest scoring sen-
tive words). Each phrase is translated into a targ P y 9 g

?énce from the German sentences.
language phrase. Phrases may be reordered.
Letf be a source sentence (e.g, French)@bda 31 pprase translation strategy
target sentence (e.g., English), the SMT system out-

puts ané that satisfies The phrase translation strategy is based on the fact
that the phrase-based SMT system needs a phrase-
é = argmaxPr(elf) (1) table and a language model for translation. Usually,
© o we have the language model of a target language.
— argmax ¥ Amhm(e,f) (2) Consequently, we only need to construct a phrase-
R table to train the phrase-based SMT system.

We assume that we have a French-English phrase-
table Trr and an English-German phrase-table
From these tables, we construct a French-

where h,,, (e, f) is a feature function and,, is a
weight. The system uses a total of eight featur

fEnctlons: Ia trigram Iangusge model Ipr.obabllltg/ %fGerman phrase-tablErc, which requires estimat-
the target language, two phrase translation proba ”ig four feature functions; phrase translation prob-

ities (both directions), two lexical translation prob-abilities for both directions¢( f|g) andé(g| f) and
http://www.isi.edu/licensed-swi/carmel/ lexical translation probabilities for both directions,
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pw(f19) andp,(g|f), wheref andg are French and w(fle) = count f, e) (11)
German phrases that are parts of phrase translation > count f/ e)
pairs inTrr andT k¢, respectively . .

We estimate these probabilities using the probé’yhere countf, e) gives the total number of times

bilities available iy 5 and T as follows? the word f is aligned with the worct in the par-
allel corpus. Thusw(f|e) is the maximum likeli-

o(flg) = Z o(fle)p(elg)  (3) hood estimation of the word translation probability
eeTrpNTEG of f givene. Ew(f;|é, a) is calculated from a word
o(glf) = Z o(gle)o(elf) (4) alignmenta between a phrase pafr= fif2... fn
eeTrsNTEG ande = ejes ... e, Wheref; is connected to several
W(fla) = L(Flepe(elg) (5)  (H{il(i,7) € a}|) English words. ThusEw(file, a)
Pu(10) eeTFgTEGp (1epu(ela) ©) is the average (or mixture) af( f;|e;). This means
7 i |7 that Fw( f;|e,a) is an estimation of the probabil-
po@h) = Y pu@epu(Eli) © wifile,a) P

ity of f; in a. Consequentlyp,(f|é,a) estimates

_ the probability of f given e anda using the prod-
wheree € TrpN T means that the English phraseyct of the probabilitiesZw(f;|¢, a). This assumes
elis included in bot’r; andTxc as part of phrase ¢ the probability off; is independent givea and
translation pairs. ¢(f[e) and ¢(e|f) are phrase . pu(f|€) takes the highesp,(f|e,a) if there
translation probabilities fofl’rp and ¢(elg) and  4re multiple alignmenta. This discussion, which
¢(gle) are those foll k. pu(fle) andp.(e[f) are s partly based on Section 4.1.2 of (Och and Ney,
lexical translation probabilities fafr andp. (€7)  2004), means that the lexical translation probability

andp,,(gle) are those fof i _ pw(f|€) is another probability estimated using the
The definitions of the phrase and lexical translag,q g translation probability( f|e).

tion probabilities are as follows (Koehn et al., 2003). The justification of Eqs. 3-6 is straightforward.

ecTrgNTrg

count f, &) From the discussion above, we know that the prob-

> count 7", ¢) () avilites, ¢(fle), 6(e1f). 6(gle), 3(elg), pu(Flo)

o(fle) =
- _ ~ pul(@lf), pw(gle), andp,(elg) are probabilities in

where COUf(Ff,é)- gives the total numper of times the Ordinary sense. ThUS, we can dequ‘_“g),
the phrasef is aligned with the phrasein the par- #(3f), pw(flg), and p,(g|f) by assuming that

allel corpus. Eq. 7 means thaff|e) is calculated these probabilities are independent given an English

using maximum likelihood estimation. phrases (e.g.,¢(f|g,€) = ¢(f|e)).
The definition of the lexical translation probabil- \ye construct dl'wc that consists of all French-
ity Is - - German phrases whose phrase and lexical transla-
pu(fle) = maxpy(fle, a) (8) tion probabilities as defined in Eqs. 3-6 are greater
B n than 0. We use the terPhraseTranso denote SMT
pw(fle,a) = H E,(file, a) (9) systems that use the phrase translation strategy de-
=1 scribed above.
_ 1
Eu(file,a) = 1{jl(4, ) € a}| V(;E w(files) 32 sentence translation strategy
1,7)€a

(10) The sentence translation strategy uses two inde-
2Feature functions scores are calculated using these proga€ndently trained SMT systems. We first trans-
bilities. For example, for a translation probability of a Frenchlate a French sentendeinto n English sentences
sentencd = fi ... fic and a German sentenge=g....9x, o, o, ... e, Using a French-English SMT system.
hi(g,f) = log]]._, #(fi|g:), where K is the number of . -
phrases. =1 Eache; (i = 1...n) has the eight scores calcu-
3Wang et al. (2006) use essentially the same definition tbated from the eight feature functions described in

induce the translation probability of the source and target largection 2. We denote these scotés hS, . . . h.
guage word alignment that is bridged by an intermediate la 2 8

guage. Callison-Burch et al. (2006a) use a similar definition fgﬁecond, we translate ea_el;l Into n Ge_'rman sen-
a paraphrase probability. tencesg;i, g2, ..., Zn USINg an English-German
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SMT system. Eaclg;; (j = 1...n) has the eight types of parallel corpora; the source language—
scores, which are denoted a%.l,hg ..., R English, English—the target language, and the source

1527 ij8"
This situation is depicted as ’ ’ language—the target language. This means that we
can directly train an SMT system using the source
f — e (b, hy ... hig) and target language parallel corpus as well as pivot
— g (A, b, hg) SMT systems using English as the pivot language.

We use the ternDirect to denote directly trained

SMT systems. For each language pair, we com-
3 pare four SMT systemdDirect, PhraseTransSnt-

S(gij) = Z (AS RS + A9 RS ) (12) TranslhandSntTransP

m'“im m'igm

We define the score @;;, S(g:;), as

m=1
_ _ 4.1 Training, tuning and testing SMT systems
where \¢, and \Y, are weights set by performing o
minimum error rate trainirfgas described in Section W& used the training data for the shared task of

2. We select the highest scoring German sentencelN® SMT workshop (Koehn and Monz, 2006) to
train our SMT systems. It consists of three paral-

& — arg max S(gy) (13) lel corpora: French-English, Spanish-English, and
8ij German-English.
as the translation of the Erench sentefice We used these three corpora to extract a set of

A drawback of this strategy is that translations€ntences that were aligned to each other across all
speed is aboub(n) times slower than those of the four languages. For that purpose, we used English
component SMT systems. This is because we ha@s the pivot. For each distinct English sentence, we
to run the English-German SMT systemtimes for extracted the corresponding French, Spanish, and
a French sentence. Consequently, we cannot sef3€rman sentences. When an English sentence oc-
very high. When we used = 15 in the experi- curred multiple times, we extracted the most fre-
ments described in Section 4, it took more than twguent translation. For example, because “Resump-

days to translate 3064 test sentences on a 3.06Gn of the session” was translated into “Wiederauf-
LINUX machine. nahme der Sitzungsperiode” 120 times and “Wieder-

Note that whenn = 1, the above strategy pro- aufnahme der Sitzung” once, we extracted “Wieder-

duces the same translation with the simple sequeftfnahme der Sitzungsperiode” as its translation.
tial method that we first translate a French sentenéeonsequently, we extracted 585,830 sentences for
into an English sentence and then translate that se#ach language. From these corpora, we constructed

tence into a German sentence. the training parallel corpora for all language pairs.
We use the termSntTrans1sndSntTransto de- We followed the instruction of the shared task
note SMT systems that use the sentence translatigaseline system to train our SMT systetnswe
strategy withn = 15 andn = 1, respectively. used the trigram language models provided with the
shared task. We did minimum error rate training on
4 Experiments the first 500 sentences in the shared task develop-

We conducted controlled experiments using th(ranent data to tune our SMT systems and used the

Europarl corpus. For each language pair de- Sas discussed in the introduction, we intend to use the pivot
scribed below, the Europarl corpus provides thresgirategies in a situation where a very limited amount of parallel
text is available. The use of the Europarl corpus is not an accu-

“We use a reranking strategy for the sentence translatigate simulation of the intended situation because it enables us to
strategy. We first obtain? German sentences for each Frenchuse a relatively large parallel corpus for direct training. How-
sentence by applying two independently trained French-Engligever, it is necessary to evaluate the performance of the pivot
and English-German SMT systems. Each of the translated Gestrategies against that Birect SMT systems under controlled
man sentences has the sixteen scores as described above. @geriments in order to determine how much the pivot strate-
weights in Eq. 12 are tuned against reference German senteng#@s can be improved. This is a first step toward the use of pivot
by performing minimum error rate training. These weights argnethods in situations where training data is extremely scarce.
in general different from those of the original French-English  ®The parameters for the Pharaoh decoder were “-d| 4 -b 0.03
and English-German SMT systems. -s 100”. The maximum phrase length was 7.
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3064 test sentences for each language as our test sefAs expected, theDirect SMT systems outper-

Our evaluation metric was %BLEU scores, as cafformed the other systems. We regard the BLEU
culated by the script provided along with the sharedcores of thd®irect systems as the upperbound. The
task! We lowercased the training, development an@ntTrans155MT systems did not significantly out-
test sentences. perform theSntTransISMT systems. We think that

this is because = 15 was not large enough to cover
4.2 Results good translation candidatésSelecting the highest
Table 1 compares the BLEU scores of the four SMEBcoring translation from a small pool did not always
systemspirect, PhraseTransSntTrans15andSnt- lead to better performance. To improve the perfor-
Trans1for each language pair. The columns SE anthance of the sentence translation strategy, we need
ET list the BLEU scores of th®irect SMT sys- to use a large:.. However, this is not practical be-
tems trained on the source language—English amduse of the slow translation speed, as discussed in
English—the target language parallel corpora. Th®8ection 3.2.
numbers in the parentheses are the relative scoresThe PhraseTransSMT systems significantly out-
of the pivot SMT systems, which were obtainecherformed theSntTrans15and SntTranslsystems.
by dividing their BLEU scores by that of the cor-That is, the phrase translation strategy is better
respondingDirect system. For example, for the than the sentence translation strategy. Since the
Spanish—French language pair, the BLEU score gfhrase-tables constructed using the phrase transla-
the Direct SMT system was 35.78, that of thetion strategy can be integrated into the Pharaoh de-
PhraseTransSMT system was 32.90, and the relacoder as well as the directly extracted phrase-tables,
tive performance wa8.92 = (32.90/35.78). For thePhraseTransSMT systems can fully exploit the
the SntTrans15SMT system, the BLEU score was power of the decoder. This led to better performance
29.49 and the relative performance Wa82 = even when the induced phrase-tables were noisy, as
(29.49/35.78). described below.

The BLEU scores of théirect SMT systems  The relative performance of th@hraseTrans
were higher than those of tithraseTranSMT sys-  g\VT systems compared to tierect SMT systems
tems for all six source-target language pairs. Thgas 0.92 to 0.97. These are very promising re-
PhraseTransSMT systems performed better thansyits. To show how these systems translated the
the SntTrans15SMT systems for all pairs. The test sentences, we translated some outputs of the
SntTrans13BMT systems were better than tBet-  gpanish-Frencibirect and PhraseTransSMT sys-
Trans1 SMT systems for four pairs. According tems into English using the French-EngliBirect
to the sign test, under the null hypothesis that thgystem. These are shown in Table 3 with the refer-
BLEU scores of two systems are equivalent, findingnce English sentences.
one system obtaining better BLEU scores on all Six Tha relative performance seems to be related to
language pairs is statistically significant at the 5 %o B EU scores for th®irect SMT systems. It

Ie_ve!._Obtaining four bette_r scores is not statistically, 5 relatively high (0.95 to 0.97) for the difficult (in
significant. Thus, Table 1 indicates terms of BLEU) language pairs but relatively low
(0.92) for the easy language pairs; Spanish—French
and French—Spanish. There is a lot of room for
where >” and “~” means that the differences of ImpProvement for the relatively easy language pairs.
the BLEU scores of the corresponding SMT system-ghis relationship is stronger than the relationship be-
are statistically significant and insignificant, respecveen the BLEU scores for SE/ET and those for the
tively. PhraseTransystems, where no clear trend exists.

Table 2 shows the number of phrases stored in the

7 : . . .
Callison-Burch et al. (2006b) show that in general a h'gherbhrase-tables. ThBirect SMT systems had 7.3 to
BLEU score is not necessarily indicative of better translatio

quality. However, they also suggest that the use of BLEUis
appropriate for comparing systems that use similar translation 8A typical reranking approach to SMT (Och et al., 2004)
strategies, which is the case with our experiments. uses a 1000-best list.

Direct > PhraseTrans> SntTrans15- SntTransl
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Source-Target | Direct PhraseTrans SntTrans15 SntTransl SE ET

Spanish-French| 35.78 > 32.90(0.92) > 29.49(0.82) > 29.16(0.81)| 29.31 28.80
French-Spanish| 34.16 > 31.49(0.92) > 28.41(0.83) > 27.99(0.82)| 27.59 29.07
German-French| 23.37 > 22.47(0.96) > 22.03(0.94) > 21.64(0.93)| 22.40 28.80
French-German| 15.27 > 14.51(0.95) > 14.03(0.92) < 14.21(0.93)| 27.59 15.81
German-Spanish 22.34 > 21.76(0.97) > 21.36(0.96) > 20.97(0.94)| 22.40 29.07
Spanish-German 1550 > 15.11(0.97) > 14.46(0.93) < 14.61(0.94)| 29.31 15.81

Table 1: BLEU scores and relative performance

No. of phrases (“M” mean$0°) R P b No. of common phrasex 100
Direct PhraseTrans common - :
No. of phrases ifPhraseTransystem

S-F[182M  190.8M 6.3V | 347 33 P ! ¥
F-S | 18.2M 186.8M 6.3M | 347 34 Recall was reasonably high. However, the upper
G-F | 7.3M 174.9M 3IM 1432 18 bound of recall was 100 percent because we used
F-G | 7.3M 168.2M 31M | 432 1.9 » P i
G=S | 75M 179.6M 33M | 441 1.9 a multilingual corpus whose sentences were aligned
S-G| 7.6M 176.6M 33M | 441 1.9 to each other across all four languages, as described

“s”, “F”, and “G” are the acronyms of Spanish, French, andin Section 4.1. Thus, there is a lot of room for im-
German, respectively. "X—y" means that X" s the source lan-provement with respect to recall. Precision, on the
guage and “Y” is the target language. .
other hand, was very low. However, translation per-
Table 2: Statistics for the phrase-tables formance was not significantly affected by this low
precision, as is shown in Table 1. This indicates that
recall is more important than precision in building
18.2 million phrases, and tHéhraseTransystems phrase-tables.
had 168.2 to 190.8 million phrases. The numbers of
phrases stored in tithraseTransystems were very 5 Related work

large compared to those @firect systems. How-

ever, this does not cause a computational problem ffjVOt 1anguages have been used in rule-based ma-

decoding because those phrases that do not appea?ri}llne translation systems.. Boitet (1988) d?scusse.zs
g pros and cons of the pivot approaches in multi-

source sentences are filtered so that only the relevalm | hi lati h
phrases are used during decoding. ingual machine translation. Schubert (1988) argues

The figures in theommorcolumn are the number that a pivot language needs to be a natural language,

of phrases common to thgirect and PhraseTrans d_ue to the inherent lack of expressiveness of artifi-
systems. R (recall) and P (precision) are defined aCISal languages.
Pivot-based methods have also been used in other

follows. . ! .
related areas, such as translation lexicon induc-
No. of common phrasex 100 tion (Schafer and Yarowsky, 2002), word alignment
R= No. of phrases iDirect system (Wang et al., 2006), and cross language information

retrieval (Gollins and Sanderson, 2001). The trans-
°In Table 2, thePhraseTransystems have more than 10x lation disambiguation techniques used in these stud-
as many phrases as tlérect systems. This can be explained jes could be used for improving the quality of phrase
as follows. Letf; be thefanoutof an English phrase, i.e., lation tabl
fi is the number of phrase pairs containing the English phragéans ation tables. )
i in a phrase-table, then the size of the phrase-tablg is- In contrast to these, very little work has been

>, fi,» wheren is the number of distinct English phrases.yone on pivot-based methods for SMT. Kauers et
When we combine two phrase-tables, the size of the combine

phrase table is roughly, = S" | 2. Thus, the relative size al- (2002) used an artificial interlingua for spoken
of the combined phrase table is roughly= 2 — %f;) language translation. Gispert and Muari(2006)
s1 !

where E(f) = = and E(f?) = 2 are the averages over created an English-Catalan parallel corpus by auto-

fi and f7, respectively. As an example, we calculated thesgnatically translating the Spanish part of an English-
averages for the German-English phrase tat#l¢/) was 1.5, ~ Spanish parallel corpus into Catalan with a Spanish-
E(f?) was 43.7, and- was28.9. This shows that even if an talan SMT t Thev then directly trained

average fanout is small, the size of a combined phrase table cg}?‘ alan system. _ey en directly trained an
be very large. SMT system on the English-Catalan corpus. They
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it in the opposite translation direction (in terms of tion. In Dan Maxwell, Klaus Schubert, and Toon
the BLEU score). In contrast, we have shown that Witkam, editors,New Directions in Machine Trans-

. . _lation. Foris. (appeared in Sergei Nirenburg, Harold
the phrase translation strategy consstenﬁly outper Somers and Yorick Wilks (edsBeadings in Machine
formed the sentence translation strategy in the con- 1yansjationpublished by the MIT Press in 2003).

trolled experiments.
Peter F. Brown, Stephen A. Della Pietra, Vincent J. Della
6 Conclusion Pietra, and Robert L. Mercer. 1993. The mathematics
of statistical machine translation: Parameter estima-
We have compared two types of pivot strategies, tion. Computational Linguisticsl9(2):263-311.
namelyphrase trans_latlorandsente_nce translation . Callison-Burch, Philipp Koehn, and Miles Os-
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glish phrase-table. It then uses this phrase table ngeﬁ]al"38'8'5)“rcgé_e'\c;ﬁjsatigsﬁﬁ;nféleagdefgﬂ'piﬁ
a phrase-based SMT system. The sentence translas,achine translation research_,%,;\c,_
tion strategy first translates a source language sen-
tence inton English sentences and translates theseAzI':Eié tll!ehGitsrigalrtt_ ar|1d Jéi‘B. I\/lari nlo.t' 200@‘3{.h C?talanl_l |
sentences into target language sentences separately;9''Sh statistical machine transiation without parafie
Then, it selects the highest scoring sentence from theg(t)r:p\l;\/%”?srrl%%ngnthsrtor;?ehgizafrgrs Z‘e\%?;biﬁg L,\FjaE;ine
target language sentences. Translation for Minority Languages
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Europarl corpus to compare the performance ofm Gollins and Mark Sanderson. 2001. Improving
these two strategies to that of directly trained SMT ;g);;ézggu?r%ﬁér}grmatlon retrieval with triangulated
systems. The experiments showed that the perfor-
mance of the phrase translation strategy was statianuel Kauers, Stephan Vogel, Christiatigén, and
tically significantly better than that of the sentence Alex Waibel. 2002. Interlingua based statistical ma-
translation strategy and that its relative performance chine translation. IHCSLP
compared to the directly trained SMT systems washilipp Koehn and Christof Monz. 2006. Manual and au-
0.92 to 0.97. These are very promising results. tomatic evaluation of machine translation between eu-
Although we used the Europarl corpus for con- g)pe_a’? 'alr‘lgﬂua%?s- ?Ocele‘j_ings on thl%\évolrlz(ih?\jp on
tr_oIIepI e>'<peri.ments, we intend_to_use the pivot strate- Yé?ﬂsgict; Juice_”jfssgi?;i%tr']oggf %eosmputation:ell S\;]V
gies in situations where very limited amount of par- guistics.
allel corpora are available for a source and target lan-
guage but where relatively large parallel corpora aréhilipp Koehn, Franz Josef Och, and Daniel Marcu.
available for the source language—English and the ﬁ%fd_sm's“cal phrase-based translation. HIT-
target language—English. In future work, we will

i ; ; i ; ienglish and English-target SMT systems, we traiftddase-
further investigate the pivot strategies described | ransandSntTransISMT systems. Other experimental condi-

this paper to confirm that the phrase translation stragsns were the same as those described in Section 4. The table
egy is better than the sentence translation strategyhglow shows the BLUE scores of these SMT systems. It indi-

; ; ; ; ates that théhraseTransystems consistently outperformed
the intended situation as well as with the Europay e SntTranskystems.

corpus!© Source-Target | PhraseTrans  SniTransil

T S Spanish-French 31.57 28.36
19As a first step towards real situations, we conducted addi- French-Spanish 30.18 27.75

tional experiments. We divided the training corpora in Section [ German-French 20.48 19.83

4 into two halves. We used the first 292915 sentences to train| French-German 14.38 14.11

source-English SMT systems and the remaining 292915 ones[”German-SpanisH 1958 1867

to train English-target SMT systems. Based on these source-| Spanish-Germar 14.80 14.46
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Ref | i hope with all my heart, and i must say this quite emphatically , that an opportunity will arise when this
document can be incorporated into the treaties at some point in the future .

Dir | i hope with conviction , and put great emphasis , that again is a serious possibility of including this in the treaties .
PT | ihope with conviction, and i very much , insisted that never be a serious possibility of including this in the
treaties .

Ref | should this fail to materialise , we should not be surprised if public opinion proves sceptical about europe , ¢r even
rejects it .

Dir | otherwise , we must not be surprised by the scepticism , even the rejection of europe in the public .

PT | otherwise , we must not be surprised by the scepticism , and even the rejection of europe in the public .
Ref | the intergovernmental conference - to address a third subject - on the reform of the european institutions is|also of
decisive significance for us in parliament .
Dir | the intergovernmental conference - and this i turn to the third issue on the reform of the european institutions is of
enormous importance for the european parliament .
PT | the intergovernmental conference - and this brings me to the third issue - on the reform of the european ingtitutions
has enormous importance for the european parliament .

Table 3: Reference sentences (Ref) and the English translations (by the French-Birglisisystem) of
the outputs of the Spanish-Frerbirect andPhraseTran$SMT systems (Dir and PT).
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