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Abstract

We study the use of rich syntax-based
statistical models for generating gram-
matical case for the purpose of machine
translation from a language which does
not indicate case explicitly (English) to a
language with a rich system of surface

case markers (Japanese). We propose an

extension of n-best re-ranking as a

method of integrating such models into a
statistical MT system and show that this
method substantially outperforms stan-
dardn-best re-ranking. Our best perform-
ing model achieves a statistically signifi-
cant improvement over the baseline MT
system according to the BLEU metric.
Human evaluation also confirms the re-
sults.

into passive voice, which is more appropriate in
Japanesé.However, there is a problem in the
case marker assignment: the accusative marker
wo, which was output by the SMT system, is
completely inappropriate when the main verb is
passive. This type of mistake in case marker as-
signment is by no means isolated in our SMT
system: a manual analysis showed that 16 out of
100 translations had mistakes solely in the as-
signment of case markers. A better model of case
assignment could therefore improve the quality
of an SMT system significantly.

S: The patch replaces the .dll file.

O fE7urIszxdl 77 A AVPEEXHBELONET,
shuusei puroguramu-wo .dll fairu-ga okikaeearasu
correction program-AC@ll file-NOM replace-PASS

CEE7u /I LTdl 77 A VRBEXHRZ ONET,
shuusei puroguramu-de .dll fairu-ga okikaeerrasu
correction program-wittll file-NOM replace-PASS

Figure 1: Example of SMT (S: source; O: output of
MT; C: correct translation)

Generation of grammatical elements such as in- In this paper, we explore the use of a statisti-
flectional endings and case markers is an impogal model for case marker generation in English-
tant component technology for machine translato-Japanese SMT. Though we focus on the gen-
tion (MT). Statistical machine translation (SMT) eration of case markers in this paper, there are
systems, however, have not yet successfully ifnany other surface grammatical phenomena that
corporated components that generate grammagan be modeled in a similar way, so any SMT
cal elements in the target language. Most stat@ystem dealing with morpho-syntactically diver-
of-the-art SMT systems treat grammatical elegent language pairs may benefit from a similar
ments in exactly the same way as content wordgpproach to modeling grammatical elements. Our
and rely on general-purpose phrasal trans|ati0ﬁ§0de| uses a rich set of syntactic features of both
and target language models to generate these elBe source (English) and the target (Japanese)
ments (e.g., Och and Ney, 2002; Koehn et alsentences, using context which is broader than
2003; Quirk et al., 2005; Chiang, 2005; Galley ethat utilized by existing SMT systems. We show
al.,, 2006). However, since these grammaticd]hat the use of such features results in very high
elements in the target language often corresporf@se assignment quality and also leads to a nota-
to long-range dependencies and/or do not havde improvement in MT quality.

any words corresponding in the source, they may Previous work has discussed the building of
be difficult to model, and the output of an SMTSpecial-purpose classifiers which generate gram-
system is often ungrammatical. matical elements such as prepositions Hajial.

For example, Figure 1 shows an output fron2002), determiners (Knight and Chander, 1994)
our baseline English-to-Japanese SMT system oild case markers (Suzuki and Toutanova, 2006)
a sentence from a computer domain. The SMWith an eye toward improving MT output. How-
system, trained on this domain, produces a natu-
ral lexical translation for the English wopaitch
as correction program and translateseplace

1 Introduction

There is a strong tendency to avoid transitiveteseres
with an inanimate subject in Japanese.
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ever, these components have not actually beetase markers grammatical functions wa
integrated in an MT system. To our knowledge ga subject; object
this is the first work to integrate a grammaticalz wo object; path

element production model in an SMT system ané” no genitive; subject

to evaluate its impact in the context of end-to < ni dative object, location 4

end MT. M kara  source v
A common approach of integrating new mod-". :joe %‘i‘;t;‘;':]’?h:r‘jﬁ:gﬁ?iiuse ;

els with a statistical MT system is to add them as_ e goal direction ' g

new fe_ature functlons which are use_d in deco 1 made goal (up to, unti) v

ing or in models which re-rank-best lists from yori source, comparison target v

the MT system (Och et al., 2004). In this papefs wa Topic
we propose an extension of thdvest re-ranking _
approach, where we expanest candidate lists Table 1. Case markers to be predicted

with multiple case assignment variations, and The case markers we used for the prediction
define new feature functions on this expandegask are the same as those defined in Suzuki and
candidate set. We show that expandingéest  Toytatnova (2006), and are summarized in Table
lists significantly outperforms standanebest re-  1: jn addition to the case markers in a strict sens
ranking. We also show that integrating our casgne topic markemwa is also included as well as
prediction model improves the quality of translathe combination of a case marker plus the topic
tion according to BLEU (Papineni et al., 2002)marker for the case markers with the column
and human evaluation. +wa checked in the table. In total, there are 18
case markers to predict: ten simple case markers,
2 Background the topic markerva, and seven cases combi-
In this section, we provide necessary backgroung@tions. The case prediction task is therefore a
of the current work. 19-fold classification task: for each phrase, we
assign one of the 18 case markers@xE.

2.1 Task of case marker prediction

Our definition of the case marker prediction taske-2 ~ Treelet trandation system

follows Suzuki and Toutanova (2006). That iswe constructed and evaluated our case predic-
we assume that we are given a source Engligibn model in the context of a treelet-based trans-
sentence, and its translation in Japanese whi¢htion system, described in Quirk et al. (2005).
does not include case markers. Our task is to prén this approach, translation is guided by treelet
dict all case markers in the Japanese sentence. translation pairs, where a treelet is a connected
We determine the location of case marker insybgraph of a dependency tree.
sertion using the notion dfunsetsuA bunsetsu A sentence is translated in the treelet system
consists of one content (head) word followed bys follows. The input sentence is first parsed into
any number of function words. We can thereforgy dependency structure, which is then partitioned
segment any sentence into a sequence of buito treelets, assuming a uniform probability dis-
setsu by using a part-of-speech (POS) tagger.  tribution over all partitions. Each source treddet
Once a sentence is segmented into bunsetsutifen matched to a treelet translation pair, the col
is trivial to determine the location of case markiection of which will form the target translation.
ers in a sentence: each bunsetsu can have at Mpgk target language treelets are then joined to
one case marker, and the position of the casgrm a single tree, and the ordering of all the
maker within a phrase is predictable, i.e., thg\odes is determined, using the method described
rightmost position before any punctuation marksin Quirk et al. (2005).
The sentence in Figure 1 thus has the following Translations are scored according to a linear
bunsetsu analysis (denoted by square bracketghmbination of feature functions:
with the locations of potential case marker inser-
tion indicated by scorg(§=> A, (9 (1)
[f&1E'correction]] [7'& 775 A 'programi1] L.dIlCI] [ 7 :
7 AV file' O] [ E# 2 S E 7 replace-PASE]., ]

For each of these p05|t|on§, our task IS to predlcz\t'l'hough this paper reports results in the contéxt toeelet
the case marker or to predigdNE, which means system, the model is also applicable to other syhtesed

that the phrase does not have a case marker. or phrase-based SMT systems.
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the case prediction model, and a disjoint set of

\ 1 \ | — three data sets, lambda-1K, dev-1K and test-2K,
DET NN VERB VERB VERB PREP  ADJ NN which are used to integrate and evaluate the case
This | service | cannot | be | statted | in | safe | mode prediction model in an end-to-end MT scenario.

f f 0 0 N f L. .

- = beusementSttsnsd s g ; Some characteristics of these data sets are given

; 5 i e e Mk in Table 2. We will refer to this table as we de-
[COIY—ERF] [£—7] [E-FT] [Bfs TEELA] scribe our experiments in later sections.
kono saabisu wa  seefu moodo de  kaishi dekimasen
ADN NN POSP NN NN POSP VN AUXV data set # sent # Of WOI’dS

this  service TPC safe mode in start cannot
1 j\/rj I Y pairs (average sent length in words)
| I English Japanese
. ) . . train-500K 500K 7,909,198 9,379,240
Figure 2. Aligned English-Japanese sentence pair (15.81) (18.75)

where/; are the model parameters &i{t) is the lambda-1K 1,000 15,219(15.2) 20,660 (20.7)
value of the feature functignon the candidate dev-1K 1,000 15,397(15.4) 21,280 (21.3)
There are ten feature functions in the treelet sys test2K 2,000 30,198(15.1) 41,269 (20.6)
tem, including log-probabilities according to in- Table2: Data set characteristics
verted and direct channel models estimated by
relative frequency, lexical weighting channel3 Statistical Models for Case Prediction
models following Vogel et al. (2003), a trigram inMT
target language model, an order model, word
count, phrase count, average phrase size fune-L
tions, and whole-sentence IBM Model 1 log-Our model of case marker prediction closely fol-
probabilities in both directions (Och et al. 2004)Jows our previous work of case prediction in a
The weights of these models are determined ugron-MT context (Suzuki and Toutanova, 2006).
ing the max-BLEU method described in OchThe model is a multi-class log-linear (maximum
(2003). As we describe in Section 4, the casentropy) classifier using 19 classes (18 case
prediction model is integrated into the system agarkers andioNE). It assigns a probability dis-
an additional feature function. tribution over case marker assignments given a
The treelet translation model is estimated ussource English sentence, all non-case marker
ing a parallel corpus. First, the corpus is wordwords of a candidate Japanese translation, and
aligned using GIZA++ (Och and Ney, 2000);additional annotation information. Letlenote a
then the source sentences are parsed into a dgmpanese translatios, a corresponding source
pendency structure, and the dependency is prgentence, and\ additional annotation informa-
jected onto the target side following the heuristion such as alignment, dependency structure,
tics described in Quirk et al. (2005). Figure 2and POS tags (such as shown in Figure 2). Let
shows an example of an aligned sentence pair: @as{t) denote the sequence of words iexclud-
the source (English) side, POS tags and worghg all case markers, ammhsét) a case marking
dependency structure are assigned (solid arcgdssignment for all phrasestinOur case marking
the word alignments between English and Japanodel estimates the probability of a case as-
nese words are indicated by the dotted lines. Oﬂgnment given all other information:
the target (Japanese) side, projected word de- P... (case(t) | rest(t), s, A)

pendeng:ies (sol!d arcs) are available. Additionajp,e probability of a complete case assignment is
annotations in Figure 2, namely the POS tags angd h5quct over all phrases of the probability of
the bunsetsu dependency structure (bold arcs) Qe case marker of the phrase given all context
the target side, are derived from the treelet Sy§parres used by the model. Our model assumes
tem to be used for building a case predictioq 4t the case markers in a sentence are independ-
model, which we describe in Section 3. ent of each other given the input features. This
23  Data independence assump_tion may seem strong, but
the results presented in our previous work (Su-
All experiments reported in this paper are ruryyki and Toutanova, 2006) showed that a joint
using parallel data from a technical (computermodel did not result in large improvements over
domain. We used two main data sets: traln'500|% local one in predicting case markers in a non-
consisting of 500K sentence pairs which we usefiT context.
for training the baseline treelet system as well as

Case prediction modd
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3.2 Modd featuresand feature selection Features Example

L i ition— kono,moodo
The features of our model are similar to the ong{Prds in position—1 and +2 _

. - i eadword & previous headword saabisu&kono
described in Suzuki and Toutanova (2006). Th&;ent word Kaishi
main difference is that in the current model wgligned word service
applied a feature selection and induction alg®arent of word aligned to headword started
rithm to determine the most useful features arﬂfxt W°fg EOS Cword POS N?%NNN
feature combinations. This is important for ungc, ot S D¢ Wr > oUN
derstanding tht sources of information are iMparent headword POS VN
portant for predicting grammatical elements, butiigned to parent word POS & next word VERB&NN&an
are currently absent from SMT systems. WEOS & prev word POS d

used 490K sentence pairs for training the cagarent POS of word aligned to headword  VERB
prediction model, which is a subset of the traiﬁ“—lg\?sv%;’("jogdogos & headword POS & - NN&NN&ZADN
500K set of Table 2. We divided the remainingos of word aligned to headword NOUN
10K sentences for feature selection (5K-feat) and

for evaluating the case prediction models on ref- Table 3: Features for the case prediction model

erence translations (5K-test, discussed in Sectiof, Figure 2. Conjunctions are indicated by &.
3.3). The paired data is annotated using thRigte that many features that refer to POS and
treelet translation system: as shown in Figure Z niactic (parent) information are selected, on

we have source and target word dependenGyoh the target and source sides. We also note
structure, source language POS and word alighpat the context required by these features is

ment directly from the aligned treelet structure,, e extensive than what is usually available

Additionally, we used a POS tagger of Japanesgring decoding in an SMT system due to a limit

to assign POS to the target sentence as well asjifnosed on the treelet or phrase size. For exam-

parse the sentence into bunsetsu (indicated Bya o model uses word lemma and POS tags of
pracket§ in Figure 2), using the method descrlbegp to six words (previous word, next word, word
in Section 2.1. We then compute .buns_ets_u den position +2, head word, previous head word
pendency structure on the target side (indicateg, parent word), which covers more context

by bold arcs in Figure 2) based on the word deg 5 the treelet system we used (the system im-
pendency structure projected from English. Weyoseq the treelet size limit of four words). This
apply this procedure to annotate a paired COrpYgeans that the case model can make use of much

(in which case the Japanese sentence is a refefsper information from both the source and tar-
ence translation) as well as translations generatefl; than the baseline MT system. Furthermore

by the SMT system (which may potentially beq, model makes better use of the context by

ill-formed). , combining the contributions of multiple sources
We derived a large set of possible featuregs ynowledge using a maximum entropy model,

from these annotations. The features are reépresier than using the relative frequency estimates

sented as feature templates, such as "Headwag 3 very limited amount of smoothing, which

POS=X", which generate a set of binary features, o ;sed by most state-of-the art SMT systems.
corresponding to different instantiations of the

template, such as "Headworbs=NOUN". We 3.3 Performance on reference trandations
applied an automatic feature selection and indu
tion algorithm to the base set of templates.

Before discussing the integration of the case pre-
diction model with the MT system, we present an
Bvaluation of the model on the task of predicting

original templates as well as arbitrary (bigramthe case assignment oéferencetranslations.

and trlgrgm) conjunctions of these 'template his performance constitutes an upper bound on
The algorithm performs forward stepwise featur§he model's performance in MT, because in ref-

selection, choosing templates which result in th%rence translations, the word choice and the word

foat a0t momtoned 2bove. The alanthm i simOrder are perfect.
' 9 Table 4 summarizes the results of the refer-

Iar_tr%(teh(; Or}ﬁ:gt?;frgegﬂ'sn fl\ggij?gusrgl(ezc?%?. ro.fnce experiments on the 5K-test set using two
PP | PrOmetrics: accuracy, which denotes the percentage
cedure gave us 17 templates, some of which a

[ . .
shown in Table 3, along with example instantiao‘? phrases for which the respective model

, L > "“guessed the case marker correctly, and BLEU
tions for the phrase headed $gabisu’service score against the reference translation. For com-
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Model ACC BLEU best re-ranking method, and our significantly

Baseline (frequency) 58.9 40.0 better performing extension. These are now dis-
Baseline (490K LM) 87.2 83.6 cussed in turn.
Log-linear model 94.9 93.0

41 Method 1: Standard n-best re-ranking
Table 4: Accuracy (%) and BLEU score for case

prediction when given correct context (reference  This method is a straightforward application of
translations) on the 5K-test set the n-best re-ranking approach described in Och
parison, we also include results from two base(-Et al. (2004). As described in Section 2.2, our

lines: a frequency-based baseline, which alway%ase“ne SMT system is a linear model which

assigns the most likely clasS@NE), and a lan- weighs the values of ten feature functions. To

: O integrate a case prediction model, we simply add
guage model (LM) baseline, which is one of the} to the linear model as an 11th feature function,

standard methods of generating grammatica{ : -
elements in MT. We trained a word-trigram LM Whose value is the log-probability of the case

using the CMU toolkit (Clarkson and Rosenfeld,falss'Ignment of the candidate hypotheésiscord-

. ing to our model. The weights of all feature func-

1997) on thg same 490K sentences which Wiions are then re-estimated using max-BLEU
used for training the case prediction model. L best list of the lambda- .
Table 4 shows that our model performs subEralnlng on the-best Ist of the lambda-1K set in

. ol Table 2. As we show in Section 5, this re-ranking
stantially better than both baselines: the accuracy o+ did not result in good performance
of the frequency-based baseline is 59%, and an 9 P '
LM-based model improves it to 87.2%. In con-42 Method 2: Reranking of expanded
trast, our model achieves an accuracy of 95%, candidatelists

which is a 60% error reduction over the LM drawback of th . hod is that i
baseline. It is also interesting to note that a&s th* drawback of the previous method is that in an

accuracy goes up, so does the BLEU score. ~ 'vbest list, there may not be sufficiently many
These results show that our best model caf?Se @ssignment variations of existing hypothe-

very effectively predict case markers when the€s- .If this is fche case, the m.odel' cannot be-effec
input to the model is clean, i.e., when the input!V€ in choosing a hypothesis with a good case

has correct words in correct order. Next, we se@SSignment. We performed a simple experiment

; ; ; ; to test this. We took the first (best) hypothdsis
the impact of applying this model to improve MT
outr;utl.o PplyIng this Improv from the MT system and generated the top 40

case variation$' of t, according to the case as-
4 Integrating Case Prediction Modelsin ~ Signment model. These variations differ fram
MT only in their case markers. We wanted to see
what fraction of these new hypothesgsoc-
In the end-to-end MT scenario, we integrate oucurred in a 1000-best list of the MT system. In
case assignment model with the SMT system antthe dev-1K set of Table 2, the fraction of new
evaluate its contribution to the final MT output. case variations of the first hypothesis occurring
As a method of integration with the MT sys-in the 1000-best list of hypotheses was 0.023.
tem, we chose am-best re-ranking approach, This means that only less than one (2.3% of 40 =
where the baseline MT system is left unchange@.92) case variant of the first hypothesis is ex-
and additional models are integrated in the fornpected to be found in the 1000-best list, indicat-
of feature functions via re-ranking ofbest lists ing that even an-best list for a reasonably large
from the system. Such an approach has been(such as 1000) does not contain enough candi-
taken by Och et al. (2004) for integrating sophisdates varying in case marker assignment.
ticated syntax-informed models in a phrase- In order to allow more case marking candi-
based SMT system. We also chose this approaciates to be considered, we propose the following
for ease of implementation: as discussed in Seenethod to expand the candidate translation list:
tion 3.2, the features we use in our case modébr each translatiohin then-best list of the base-
extend over long distance, and are not readilliine SMT systemwe also consider case assign-
available during decoding. Though a tighter intesment variations of. For simplicity, we chose to
gration with the decoding process is certainlyconsider the tojx case assignment variations of
worth exploring in the future, we have taken areach hypothesis according to our case mddel,
approach here that allows fast experimentation. for 1 <k < 40%
Within the space of-best re-ranking, we
have considered two variations: the stand&rd = rrom a computational standpoint, it is non-trivialcon-
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After we expand the translation candidate set, Models H#MT #case BLEU Oracle

we compute feature functions for all candidates hypothe  expan- BLEU
and train a linear model which chooses from this ses sions
larger set. While some features (e.g., word count _
feature) are easy to recompute for a new candBaseline 1 0 3799 37.99
date, other features (e.g., treelet phrase translzf\\/l- 20 0 3783 4179
tion probability) are difficult to recompute. We “ethod 1 100 0 3802 4279
. 1000 0 38.08 43.14
have chosen to recompute only four features of 1 1 3818 3875
the baseline model: the Ianguag_e model featur§yathod 2 1 10 3842 4051
the word count feature, and the direct and reverse 1 20 3854 41.15
whole-sentence IBM Model 1 features, assum- 1 40 38.41 41.74
ing that the values of the other baseline model 20 10 3801 45.32
features for a casing variatithof t are the same 20 20 38.72 45.94
as their values fot. In addition, we added the Method 2 20 40 38.78 46.56
following four feature functions, specifically 100 10 38.73 46.87
meant to capture the extent to which the newly 100 20 38.64 4747
100 40 38.74 47.96

generated case marking variations differ from the

original baseline system hypotheses they are de-Taple 5. Results of end-to-end experiments on the
rived from: dev-1K set

* Generated: a binary feature with a value of 0 om  These datasets are the lambda-1K set for
for original baseline system candidates, and gajning the weights. of the linear model from

value of 1 for newly generated candidates.  gqyation (1), the dev-1K set for model selection,
* Number NONE—nNON-NONE: the count of case ang the test-2K set for final testing including

markers changed fronNONE to NONNONE  pman evaluation.
with respect to an original translation candi-
date. 52 Results

* Number non-NONE—NONE: the count of case
markers changed from nOfGNE to NONE.

¢ Number non-NONE—hon-NONE: the count of

The results for the end-to-end experiments on the
dev-1K set are summarized in Table 5. The table
is divided into four sections. The first section
case markers changed from MeONE t0 an- o) shows the BLEU score of the baseline
other NONNONE case marker. SMT system, which is equivalent to the 1-best
Note that these newly defined features all have g-ranking scenario with no case expansion. The
value of 0 for original baseline system candidateg|EU score for the baseline was 37.99. In the
(i.e., whenk=0) and therefore would have notaple, we also show the oracle BLEU scores for
effect in Method 1. Therefore, the only differ- each model, which are computed by greedily se-

ence between our two methods of integration ifecting the translation in the candidate list with
the presence or absence of case-expanded cangie highest BLEU score.

date translations. The second section of Table 5 corresponds to

] the results obtained by Method 1, i.e., the stan-
5 Experimentsand Results dardn-best re-ranking, fon = 20, 100, and 1000.
51 Dataand settings Even though the oracle scores improvenais

increased, the actual performance improves only
For our end-to-end MT experiments, we used|ightly. These results show that the strategy of
three datasets in Table 2 that are disjoint frongnly including the new information as features in
the train-500K data set. They consist of sourcg standardh-best re-ranking scenario does not
English sentences and their top 1000 candidaiead to an improvement over the baseline.
translations produced by the baseline SMT sys- |n contrast, Method 2 obtains notable im-
provements over the baseline. Recall that we ex-
sider all possible case assignment variationshyfpathesis:  pand then-best SMT candidates with thé#best

even though the case assignment score for a senisnc cage marking variations in this method, and re-
locally decomposable, there are still global depewies in

the linear model from Equation (1) due to the rseger
whole-sentence IBM model 1 score used as a fefme > A modified version of BLEU was used to compute-sen

tion. tence-level BLEU in order to select the best hypsih per
4 Our results indicate that additional case van@iwould  sentence. The table shows corpus-level BLEU omehalt-
not be helpful. ing set of translations.
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train the model parameters on the resulting can- Fluency Adequacy

didate lists. For the values=1 andk=1 (which Annotator #1 Annotator #1
we refer to as lbest-1case), we observe a small S B E S B E
BLEU gain of .19 over the baseline. Even thoughAnno- | S | 27 1 8 |17 0O 9
this is not a big improvement, it is still better tator | B 1 9 16| O 9 12
than the improvement of standardbest re- E | 7 4 27] 9 8 36

ranking with a 1000-best list. By considering tape6, Results of human evaluation comparing

more case marke_r variatiorls £ 10, 20 and_ 40), 20best-10case vs. baseliSe proposed system is bet-
we are able to gain about a half BLEU point over  ter; B: baseline is betteE: of equal quality

the baseline. The fact that using more case varia- h luati ¢ tat
tions performs better than using only the bes Olgt umaln ez[va ua |o(;1, WO tanfngoa(ljors \t/vere
case assignment candidate proposed by the caﬁ%(e 0 evaluate a random set o sentences

model suadests that the proposed approacte! which the quels being compared produced
which integ?ates the case pr%di?:tion moggl as ifferent translations. The judges were asked to

feature function and retrains the weights of th %Twp?tzz :)v;{o_r;c;?n;:\igll_ons, t(te?ne ;ﬁge&le OOLt‘tth’t
linear model, works better than using the cas gl SYS utpu

prediction model as a post-processor of the M-F,hosen by the system augmented W't.h the case
output. marker generation component. Each judge was

The last section of the table explores Combi_asked to run two separate evaluations along dif-

nations of the values for andk. Considering 20 ferent evaluation criteria. In the evaluation of

best SMT candidates and their top 10 case vari I_uency.the_Judges were asked to de_ude \.Nh'Ch
tions gave the highest BLEU score on the de __ranslat|on is more readable/grammatical, ignor-

1K set of 38.91 which is an 0.92 BLEU points'ng the reference translation. In the evaluation of

improvement over the baseline. Consideriniﬁ??quacythey Wertels as';fadttotjﬁdge Wh.'Ch tr??ﬁ'
more case variations (20 or 40), and more SM lon more correctly retiects the meaning ot the

candidates (100) resulted in a similar but SIightI);eference translation. In either setting, they were

lower performance in BLEU. This is presumabIymt_l_g'\élenéhe source senttﬁnce. its of th |
because the case model does affect the choice tof af tﬁ Zs(l)men:alnozes e rZSlIJ 1S_h° ¢ gl eva ua-
content words as well, but this influence is lim- lon orthe est-10case model. The table shows

ited and can be best captured when using a smgﬂe results along two evaluation criteria sepa-
number (=20) of baseline system candidates. rgtely, fluency on the left and adequacy on the

Based on these results on the dev-1K set. wddht. The evaluation results of Annotator #1 are
chose the best model (i.e 20—best—10case), argown in the columns, while those of Annotator

evaluated it on the test-2K set against the basg- are |rt1)the frowst. Each t%”d n trlettablelshq}/ys d
line. Using the pair-wise statistical test desig € humber of sentences he annotators classitie

described in Collins et al. (2005), the BLEU im-as the proposed system output better (S), the

rovement (35.53 vs. 36.29) was statisticall aseline system better (B) or the transle_ttions are
gignificant ()(< .01) according) to the Wilcoxon J;f equal quality (E). Along the diagonal (in bold-
signed-rank test face) are the judgments that were agreed on by

the two annotators: both annotators judged the
5.3 Human evaluation output of the proposed system to be more fluent
27 translations, less fluent in 9 translations;

i
These results demonstrate that the proposetaey judged that our system output was more

muoaﬂiet} ! ;50:;:3?;'\/?[0?1E'}me[E\GnEC;?: Itﬁr;]?lsaggg_adequate in 17 translations and less adequate in 9
9 y 9 : . translations. Our system output was thus judged

ensure that the improvements in BLEU lead tg)etter under both criteria, though according to a

better translations according to human evaluatorS ign test, the improvement is statistically signifi
9 Gant f < .01) in fluency, but not in adequacy.

We performed human evaluation on the o .
- One of the reasons for this inconclusive result
20best-10casent20, k=10) and lbest-40case is that human evaluation may be very difficult

(n=1, k=40) models against the baseline usin : - vy
our final test set, the test-2K data. The performgf'lnd can be unreliable when evaluating very dif

: erent translation candidates, which happens of-
ance in BLEU of these models on the full test-2 en when comparing the results of models that

data was 35.53 for the baseline, 36.09 for th . ; .
' onsidern-best candidates where-1, as is the
1best-40case model, and 36.29 for the 20|Oes(i'ase with the 20best-10case model. In Table 6,

10case model, respectively.
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Fluency Adequacy iliaries, inflection and agreement. We plan to
Annotator #1 Annotator #1  extend and generalize the current approach to
S B E S B E  cover these phenomena in morphologically com-

Anno- | S | 42 0 9 |3 1 9 plex languages in general in the future.
tator B 1 0 7 0 9 7
E
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