
HLT-NAACL 2006

Human Language Technology
Conference of the

North American Chapter of the
Association of Computational Linguistics

Demonstrations

Alex Rudnicky, John Dowding and Natasa Milic-Frayling
Demonstrations Chairs

June 4-9, 2006
New York City, USA

Published by the Association for Computational Linguistics
http://www.aclweb.org

251



Table of Contents

InfoMagnets: Making Sense of Corpus Data
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Abstract 

We introduce a new interactive corpus 
exploration tool called InfoMagnets. In-
foMagnets aims at making exploratory 
corpus analysis accessible to researchers 
who are not experts in text mining. As 
evidence of its usefulness and usability, it 
has been used successfully in a research 
context to uncover relationships between 
language and behavioral patterns in two 
distinct domains: tutorial dialogue 
(Kumar et al., submitted) and on-line 
communities (Arguello et al., 2006). As 
an educational tool, it has been used as 
part of a unit on protocol analysis in an 
Educational Research Methods course.  

1 Introduction 

Exploring large text corpora can be a daunting 
prospect. This is especially the case for behavioral 
researchers who have a vested interest in the latent 
patterns present in text, but are less interested in 
computational models of text-representation (e.g. 
the vector-space model) or unsupervised pattern-
learning (e.g. clustering). Our goal is to provide 
this technology to the broader community of learn-
ing scientists and other behavioral researchers who 
collect and code corpus data as an important part 
of their research.  To date none of the tools that are 
commonly used in the behavioral research com-
munity, such as HyperResearch, MacShapa, or 
Nvivo, which are used to support their corpus 
analysis efforts, make use of technology more ad-
vanced than simplistic word counting approaches.  
With InfoMagnets, we are working towards bridg-
ing the gap between the text-mining community 

and the corpus-based behavioral research commu-
nity. The purpose of our demonstration is to make 
the language technologies community more aware 
of opportunities for applications of language tech-
nologies to support corpus oriented behavioral re-
search. 
 

 
Figure 1: InfoMagnets Screenshot 
 

InfoMagnet’s novelty is two-fold: First, it pro-
vides an intuitive visual metaphor that allows the 
user to get a sense of their data and organize it for 
easy retrieval later. This is important during the 
sense making stage of corpus analysis work just 
before formal coding scheme development begins.  
Secondly, it allows the user to interact with cluster-
ing technology, and thus influence its behavior, in 
effect introducing human knowledge into the clus-
tering process.  Because of this give and take be-
tween the clustering technology and the human 
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influence, the tool is able to achieve an organiza-
tion of textual units that is not just optimal from an 
algorithmic stand-point, but also optimal for the 
user’s unique purpose, which non-interactive clus-
tering algorithms are not in general capable of 
achieving.  

Using visual metaphors to convey to the user 
proximity and relations between documents and 
automatically generated clusters is not a new tech-
nique (Chalmers and Chitson, 1992; Dubin, 1995; 
Wise et al., 1995; Leuski and Allan, 2000; Ras-
mussen and Karypis, 2004). InfoMagnet’s novelty 
comes from giving the user more control over the 
ultimate clustering organization. The user is able to 
incrementally influence the formation and reor-
ganization of cluster centroids and immediately see 
the effect on the text-to-cluster assignment. Thus, 
the user can explore the corpus in more effective 
and meaningful ways.  

In what follows, we more concretely elaborate 
on InfoMagnet’s functionality and technical de-
tails. We then motivate its usability and usefulness 
with a real case study.   

2 Functionality  

Exploring a textual corpus in search of interest-
ing topical patterns that correlate with externally 
observable variables is a non-trivial task.  Take as 
an example the task of characterizing the process 
by which students and tutors negotiate with one 
another over a chat interface as they navigate in-
structional materials together in an on-line explora-
tory learning environment. A sensible approach is 
to segment all dialogue transcripts into topic-
oriented segments and then group the segments by 
topic similarity. If done manually, this is a chal-
lenging task in two respects. First, to segment each 
dialogue the analyst must rely on their knowledge 
of the domain to locate where the focus of the dia-
logue shifts from one topic to the next. This, of 
course, requires the analyst to know what to look 
for and to remain consistent throughout the whole 
set of dialogues. More importantly, it introduces 
into the topic analysis a primacy bias. The analyst 
may miss important dialogue digressions simply 
because they are not expected based on observa-
tions from the first few dialogues viewed in detail.  
InfoMagnets addresses these issues by offering 
users a constant bird’s eye view of their data.  See 
Figure 1. 

As input, InfoMagnets accepts a corpus of tex-
tual documents. As an option to the user, the docu-
ments can be automatically fragmented into 
topically-coherent segments (referred to also as 
documents from here on), which then become the 
atomic textual unit1. The documents (or topic seg-
ments) are automatically clustered into an initial 
organization that the user then incrementally ad-
justs through the interface. Figure 1 shows the ini-
tial document-to-topic assignment that 
InfoMagnets produces as a starting point for the 
user. The large circles represent InfoMagnets, or 
topic oriented cluster centroids, and the smaller 
circles represent documents. An InfoMagnet can 
be thought of as a set of words representative of a 
topic concept. The similarity between the vector 
representation of the words in a document and that 
of the words in an InfoMagnet translate into attrac-
tion in the two-dimensional InfoMagnet space.  
This semantic similarity is computed using Latent 
Semantic Analysis (LSA) (Landauer et al.,  1998). 
Thus, a document appears closest to the InfoMag-
net that best represents its topic.  

A document that appears equidistant to two In-
foMagnets shares its content equally between the 
two represented topics. Topics with lots of docu-
ments nearby are popular topics. InfoMagnets with 
only a few documents nearby represent infrequent 
topics. Should the user decide to remove an In-
foMagnet, any document with some level of attrac-
tion to that InfoMagnet will animate and reposition 
itself based on the topics still represented by the 
remaining InfoMagnets.  At all times, the In-
foMagnets interface offers the analyst a bird’s eye 
view of the entire corpus as it is being analyzed 
and organized. 

Given the automatically-generated initial topic 
representation, the user typically starts by brows-
ing the different InfoMagnets and documents. Us-
ing a magnifying cross-hair lens, the user can view 
the contents of a document on the top pane. As 
noted above, each InfoMagnet represents a topic 
concept through a collection of words (from the 
corpus) that convey that concept. Selecting the In-
foMagnet displays this list of words on the left 
pane. The list is shown in descending order of im-
portance with respect to that topic. By browsing 
each InfoMagnet’s list of words and browsing 

                                                           
1 Due to lack of space, we do not focus on our topic-
segmentation algorithm. We intend to discuss this in the demo.  
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nearby documents, the user can start recognizing 
topics represented in the InfoMagnet space and can 
start labeling those InfoMagnets.  

InfoMagnets with only a few neighboring 
documents can be removed. Likewise, InfoMag-
nets attracting too many topically-unrelated docu-
ments can be split into multiple topics. The user 
can do this semi-automatically (by requesting a 
split, and allowing the algorithm to determine 
where the best split is) or by manually selecting a 
set of terms from the InfoMagnet’s word list and 
creating a new InfoMagnet using those words to 
represent the new InfoMagnet’s topic. If the user 
finds words in an InfoMagnet’s word list that lack 
topical relevance, the user can remove them from 
InfoMagnet’s word list or from all the InfoMag-
nets’ word lists at once. 

Users may also choose to manually assign a seg-
ment to a topic by “snapping” that document to an 
InfoMagnet. “Snapping” is a way of overriding the 
attraction between the document and other In-
foMagnets.  By “snapping” a document to an In-
foMagnet, the relationship between the “snapped” 
document and the associated InfoMagnet remains 
constant, regardless of any changes made to the 
InfoMagnet space subsequently.  

If a user would like to remove the influence of a 
subset of the corpus from the behavior of the tool, 
the user may select an InfoMagnet and all the 
documents close to it and place them in the “quar-
antine” area of the interface. When placed in the 
quarantine, as when “snapped”, a document’s as-
signment remains unchanged. This feature is used 
to free screen space for the user.  

If the user opts for segmenting each input dis-
course and working with topic segments rather 
than whole documents, an alternative interface al-
lows the user to quickly browse through the corpus 
sequentially (Figure 2).  By switching between this 
view and the bird’s eye view, the user is able to see 
where each segment fits sequentially into the larger 
context of the discourse it was extracted from.  The 
user can also use the sequential interface for mak-
ing minor adjustments to topic segment boundaries 
and topic assignments where necessary.  Once the 
user is satisfied with the topic representation in the 
space and the assignments of all documents to 
those topics, the tool can automatically generate an 
XML file, where all documents are tagged with 
their corresponding topic labels. 
 

 
Figure 2. InfoMagnet’s alternative sequential view 

3 Implementation 

As mentioned previously, InfoMagnets uses La-
tent Semantic Analysis (LSA) to relate documents 
to InfoMagnets. LSA is a dimensionality reduction 
technique that can be used to compute the semantic 
similarity between text spans of arbitrary size. For 
a more technical overview of LSA, we direct the 
reader to (Landauer et al., 1998).  

The LSA space is constructed using the corpus 
that the user desires to organize, possibly aug-
mented with some general purpose text (such as 
newsgroup data) to introduce more domain-general 
term associations. The parameters used in building 
the space are set by the user during pre-processing, 
so that the space is consistent with the semantic 
granularity the user is interested in capturing.  

Because documents (or topic-segments) tend to 
cover more than one relevant topic, our clustering 
approach is based on what are determined heuristi-
cally to be the most important terms in the corpus, 
and not on whole documents. This higher granular-
ity allows us to more precisely capture the topics 
discussed in the corpus by not imposing the as-
sumption that documents are about a single topic. 
First, all terms that occur less than n times and in 
less than m documents are removed from consid-
eration2. Then, the remaining terms are clustered 
via average-link clustering, using their LSA-based 
vector representations and using cosine-correlation 
as a vector similarity measure. Our clustering algo-
rithm combines top-down clustering (Bisecting K-
Means) and bottom-up clustering (Agglomerative 
Clustering) (Steinbach et al., 2000). This hybrid 

                                                           
2 n and m are parameters set by the user. 
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clustering approach leverages the speed of bisect-
ing K-means and the greedy search of agglomera-
tive clustering, thus achieving a nice effectiveness 
versus efficiency balance.   

Cluster centroids (InfoMagnets) and documents 
(or topic segments) are all treated as bag-of-words. 
Their vector-space representation is the sum of the 
LSA vectors of their constituent terms. When the 
user changes the topic-representation by removing 
or adding a term to an InfoMagnet, a new LSA 
vector is obtained by projecting the new bag-of-
words onto the LSA space and re-computing the 
cosine correlation between all documents and the 
new topic.     

4 An Example of Use 

InfoMagnets was designed for easy usability by 
both computational linguistics and non-technical 
users.  It has been successfully used by social psy-
chologists working on on-line communities re-
search as well as learning science researchers 
studying tutorial dialogue interactions (which we 
discuss in some detail here).   

Using InfoMagnets, a thermodynamics domain 
expert constructed a topic analysis of a corpus of 
human tutoring dialogues collected during class-
room study focusing on thermodynamics instruc-
tion (Rosé et al., 2005). Altogether each student’s 
protocol was divided into between 10 and 25 seg-
ments such that the entire corpus was divided into 
approximately 379 topic segments altogether.  Us-
ing InfoMagnets, the domain expert identified 15 
distinct topics such that each student covered be-
tween 4 and 11 of these topics either once or mul-
tiple times throughout their interaction. 

The topic analysis of the corpus gives us a way 
of quickly getting a sense of how tutors divided 
their instructional time between different topics of 
conversation.  Based on this topic analysis of the 
human-tutoring corpus, the domain expert de-
signed 12 dialogues, which were then implemented 
using a dialogue authoring environment called 
TuTalk (Gweon et al., 2005).  In a recent very suc-
cessful classroom evaluation, we observed the in-
structional effectiveness of these implemented 
tutorial dialogue agents, as measured by pre and 
post tests. 
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Abstract 

This demonstration  provides a historical 
perspective of a number of  research and 
commercial systems in Spoken Language 
Technology over the past 20+ years.  A 
series of chronologically ordered video 
clips from many sources will  be  pre-
sented to illustrate the many steps and the 
tremendous progress that has been 
achieved over the years. The clips them-
selves are drawn from diverse academic 
and commercial research labs, product 
presentations, and user applications. All 
show systems being demonstrated  or in 
actual use. Over 20 different laboratory 
systems, products, and companies are rep-
resented in this collection of video mate-
rials. Each of the clips has previously 
been shown publicly. The present selec-
tion primarily focuses on speech and 
natural language systems for speech rec-
ognition and synthesis. Additional contri-
butions to this collection are welcome. 

 
1.   Project Description 
 
Preparations of these materials are being done in 
conjunction with the History of Speech and Lan-
guage Technology Project being conducted by 
Saras Institute, in affiliation with the Dibner Insti-
tute for the History of Science and Technology, at 
MIT (Cambridge, MA).  The overall mission for 
this project is to collect, preserve, and make readily 
available information about significant research 
discoveries, technical achievements, and business 

developments in speech and language technology. 
For further information on this project, please go to 
www.SarasInstitute.org.  

Work on this project is on-going. Additional 
contributions of relevant materials are welcome in 
the area of Spoken Language Technology, includ-
ing speech and natural language systems and ap-
plications incorporating speech recognition, speech 
synthesis, interactive dialogue, information re-
trieval, machine translation, multimodal interfaces, 
etc. Please contact us at HistSpch@mit.edu if you 
have materials you would like to contribute or with 
any inquiries, updates, corrections, and sugges-
tions.  
  
2.   Introduction 
 
This demonstration is intended to increase aware-
ness and understanding of the Spoken Language 
Technology field, and an appreciation of the evolu-
tionary and revolutionary steps which have turned 
pipedreams of the past into present products, and 
future promise. The progression of many stages 
from research and commercial laboratories into 
working systems are well illustrated by this collec-
tion of video clips. Each video clip (typically 1-5 
minutes duration) represents technology at the cut-
ting edge.  There are 3 categories of video clips: 

1) Laboratory and Prototype Systems  
In some cases, pioneers and major contributors of 
the field are personally demonstrating their sys-
tems. 

2) Commercial Product Demonstrations 
These run the gamut of televised inter-
views/demonstrations (including many live demos) 
to instructional and commercial videos. 
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Speak and Spell, model 2 
(Owned by J. M. Baker)

3) User Applications  
Here users are demonstrating how they use their 
systems on a routine basis in a variety of diverse 
applications. 
 
3.   Hardware 
 
With the advent of ever more powerful inexpen-
sive silicon and the integration of computers with 
audio interfaces, the computing platforms on 
which spoken language technology resides have 
undergone dramatic changes, progressively reach-
ing many more users, ever more conveniently. 
Over the past 30+ years, we have witnessed the 
transition from monolithic room-filling computers 
to personal, even hand-held devices supporting 
state-of-the-art speech technology. The type and 
scope of applications have concomitantly multi-
plied with the ready access of affordable useful 
technology. Like other initially expensive central-
ized hardware and even biological systems (!), as 
the cost curves come down, evolution progresses, 
and more processing can be conducted relatively or 
wholly autonomously, the processing itself can be 
far more distributed. So while there continue to be 
operations or services (e.g. call centers) which are 
still best done in a centralized fashion, the distribu-
tion and proliferation of stand-alone systems (e.g. 
PCs, and cell phones) become progressively more 
feasible and popular. 
 
4.   Speech Synthesis 
 
The primary focus of the present set of demonstra-
tions is on speech recognition and synthesis. Start-
ing with Homer Dudley's Voder (a manually-
controlled speech synthesizer) at the 1939 World's 
Fair, audio examples of historical speech synthesis 
approaches and techniques clearly demonstrate 
extensive progress (see Resources). Video clips 
illustrate users interacting with different types of 
synthesis systems and applications.  

Mechanical speaking machines in the 1700's 
eventually gave way to electrical devices in the 
early 1920's, which in turn gave way to computer 
generation of speech by the 1960's. The invention 
of the speech spectrogram in the 1940's spurred in-
depth speech research, and significantly facilitated 
speech signal and waveform analyses, which blos-
somed in the 1960's. 
 Speech generation has taken two basic forms. 

With analysis-
resynthesis the speech 
waveform is first 
parameterized and then 
regenerated or played 
back, as in the Voder. 
With  the advent of 
powerful inexpensive 
microprocessors and 
DSP chips in the 
1970's, a multitude  of 
diverse sound-

producing consumer 
products hit the market. 
The popular Speak 'n 
Spell learning toy 

introduced in 1978, was the most notable early en-
try.  

Articulatory synthesis, first demonstrated in 
1958, models the components and the characteris-
tics of the physical production system -  the articu-
lators, their movements and their trajectories, as 
well as the vocal tract, its resonances, excitations, 
etc. A clear understanding of such a system is 
highly desirable, and may eventually be achieved. 
Unfortunately, the underlying complexity of the 
speech production system still confounds under-
standing and application utility. Consequently, 
while studies in articulatory synthesis are still on-
going, they were largely superceded by formant 
synthesizers.  
 Formant synthesis, also referred to as synthesis-
by-rule, characterizes speech in terms of a source-
filter model. In this model, one or more sound 
sources, representing the vibrating vocal cords and 
noise dynamically produced at articulator constric-
tions, excite one or more filters, representing the 
vocal tract and side-tube (e.g. nasal branch, etc.) 
resonances.  A catalog of sounds (corresponding to 
(sub) phones, diphones, or other units) can be con-
structed and then reassembled (and smoothed) in 
accordance with a dictionary of word or phrase 
pronunciations. With careful selection of materials, 
and the careful tuning and adjustments of parame-
ters, synthetic speech can be made to sound very 
natural. Although computationally efficient, auto-
matically achieving high quality output is neither 
easy nor consistently achievable. 

Concatenative synthesis refers to the process of 
sequentially combining prerecorded exemplars of 
speech or other waveforms to produce the desired 
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output. A large database (including many phonetic 
elements, allophones, words, etc.) of well-
concatenated sound elements can easily produce 
synthetic speech indistinguishable from natural 
speech. This process is very memory-intensive, but  
typically produces the highest quality speech syn-
thesis available. It is widely deployed in applica-
tions requiring natural-sounding speech output 
from a given voice.  
 Although three major approaches are outlined 
here, a number of hybrid synthesizers, HMM syn-
thesizers, and other synthesis methodologies are 
utilized to address different requirements.   
 
5.   Speech Recognition 
 

Radio Rex in his house 
(Photo by Hy Murveit, Rex 
owned by Michael Cohen) 

In the past century, speech recognition has pro-
gressed from recognizing small vocabularies to 
transcribing general purpose dictation in real time, 
recognizing commands in noisy environments, and 
reliably extracting words and information from 
telephone conversations and television broadcasts.  
In 1922, the toy dog "Rex", would spring from his 

doghouse when he 
was called by name!  
Early digit rec-
ognizers were 
demonstrated in the 
1950's and 1960's, 
when the predomi-
nant approach was to 
recognize whole 
word templates. This 
approach continued 
up to the beginning 
of the 1970's when it 
started being 
gradually replaced 
by Hidden Markov 
Model (HMM) sys-
tems using stochastic 
models to more 

accurately characterize the naturally highly vari-
able speech signal.  
 Spurred on by government funders for "speech 
understanding" in Europe, Japan, and the USA, 
many university and commercial laboratories 
commenced to advance the technology. Proceeding 
first through limited vocabulary systems and 
highly constrained grammars, systems gradually 
expanded the number of words they could simulta-

neously distinguish, despite greater variability in 
speakers, languages, and progressively more chal-
lenging acoustic/channel and natural language en-
vironments. Starting in the 1970's, hefty special-
purpose commercial hardware systems were de-
ployed for limited vocabulary industrial applica-
tions (e.g. for hands-free command/control, data 
entry, quality control, etc.), speaker verification, 
simple telephone data input and query systems, etc. 
Inexpensive PC sound board enabling discrete rec-
ognition started appearing in the market by the late 
1970's to mid 1980's. 
 In the latter 1980's, vocabulary expanded to sev-
eral thousand words, and then in 1990, suddenly 
exploded to full general-purpose dictation capabili-
ties, though still limited to discrete "one word at a 
time" input. Meanwhile in the early 1990's, the 
first speech audio-mining and audio information 
retrieval capabilities were successfully proven  to 
work on prerecorded conversational continuous 
speech, on telephone and broadcast data. Real-time 
continuous speech dictation "software only" prod-
ucts became available and sold to millions of cus-
tomers by the end of the 1990's. The availability of 
large corpora of recorded speech and text dramati-
cally improved modeling capabilities and system 
performance for both dictation and transcription.  
 Meantime  telephone query systems allowed for 
users to engage in dialogue to get stock quotes, 
weather updates, and even make train and plane 
reservations. By the year 2000, commercial tele-
phone directory assistance systems started appear-
ing as well. Today call centers routinely employ 
speech technology to elicit and supply customer 
information through interactive spoken dialogue, in 
large part replacing expensive human operators. 
Though directed dialogues predominate, some 
mixed initiative dialogues ("How can I help you?") 
are becoming available. Spoken language transla-
tion programs, coupling speech recognition to ma-
chine translation software, started appearing first in 
the laboratory in the late 1990's, and then pro-
gressed to the marketplace on PCs and handheld 
devices, by about 2000. Major government-funded 
research initiatives are presently focusing on 
speech-to-speech systems with different language 
inputs and outputs.  
 With embedded systems, speech input and out-
put are now available on a growing number of  
consumer products including automotive naviga-
tion systems, PDAs and toys; hands-free voice-
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dialing is shipping on millions of cell phones. De-
spite funding cuts and other setbacks about year 
2000, the steady stream of ever improving  speech 
technology is gradually becoming an integral part 
of systems and services, large and small. The is-
sues we face in improving speech technology con-
tinue to be very challenging. The retrospective 
afforded by this demonstration reflects on the great 
progress that we have made!    

basic principals and history of speech recognition and 
synthesis. From their Home page, click on "Training" to 
get to the tutorial menu. http://www.eurovamp.com/  
 
IEEE History Center has a website on Automatic 
Speech Synthesis & Recognition which includes inter-
views with seminal contributors (under "Archives") to 
speech technology an other relevant materials. 
http://www.ieee.org/organizations/history_center/sloan/
ASSR/assr_index.html 

  
6.   Resources Saras Institute has a website for the History of Speech 

and Language Technology with information on histori-
cal artifacts, institutions,  major contributors, resources, 
etc.  http://www.SarasInstitute.org 

 
The American Association for Artificial Intelligence 
(AAAI), founded in 1979, includes on their website an 
variety of materials on the history of speech technology.   

The Smithsonian Speech Synthesis History Project 
(SSSHP) provides a collection of tape recordings, tech-
nical records and artifacts of speech synthesis technol-
ogy from 1922 to the mid-1980s. 

http://www.aaai.org/AITopics/html/speech.html#readon  
 
Janet M. Baker, "Milestones in Speech Technology – 
Past and Future!", Speech Technology Magazine, Sep-
tember/October 2005.  http://www.mindspring.com/~ssshp/ssshp_cd/ss_home.

htm  
 The web site "comp.speech Frequently Asked Ques-

tions" provides a myriad of links to sites dealing with 
the various aspects of speech technology. 

Special Workshop in Maui (SWIM): Lectures by Mas-
ters in Speech Processing, January 11-14, 2004, in-
cluded a series of papers by senior researchers on 
various aspects of the history of speech technology. A 
"Program Guide" with summaries of these "Peer Lec-
tures" is available at:  

http://www.speech.cs.cmu.edu/comp.speech/  
 
Eurovamp (Voice Adapted Multipurpose Peripherals) 
maintains a web site which includes tutorials on the  

http://dspincars.sdsu.edu/swim/WorkshopGuide.pdf   
 

 
 

"The Typewriter one hundred years hence": cartoon from The Illustrated Phonographic World (June, 1984). 
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Abstract

We have implemented SmartNotes, a sys-

tem that automatically acquires labeled

meeting data as users take notes during

meetings and browse the notes afterwards.

Such data can enable meeting understand-

ing components such as topic and ac-

tion item detectors to automatically im-

prove their performance over a sequence

of meetings. The SmartNotes system con-

sists of a laptop based note taking appli-

cation, and a web based note retrieval sys-

tem. We shall demonstrate the functional-

ities of this system, and will also demon-

strate the labeled data obtained during typ-

ical meetings and browsing sessions.

1 Goals of the SmartNotes System

Most institutions hold a large number of meetings

every day. Several of these meetings are important,

and meeting participants need to recall the details

of the discussions at a future date. In a previous

survey (Banerjee et al., 2005) of busy professors at

Carnegie Mellon University we showed that meeting

participants needed to recall details of past meetings

on average about twice a month. Performing such

retrieval is not an easy task. It is time consuming;

in our study participants took on average between

15 minutes to an hour to recall the information they

were seeking. Further, the quality of the retrieval

is dependent on whether or not the participants had

access to the notes at the meeting. On a scale of 0

to 5, with 5 denoting complete satisfaction with re-

trieval results, participants reported a satisfaction of

3.4 when they did not have notes, and 4.0 when they

did.

Despite the prevalence of important meetings and

the importance of notes, there is a relative paucity of

technology to help meeting participants take notes

easily at meetings. Some commercial applications

allow users to take notes (e.g. OneNote1) and even

record audio/video (e.g. Quindi2), but no product at-

tempts to automatically take notes. Our long term

goal is to create a system that makes note–taking

easier by performing tasks such as automatically

highlighting portions of the meeting that are likely

to be important to the user, automatically detecting

“note–worthy” phrases spoken during the meeting,

etc.

To perform such note taking, the system needs to

form an understanding of the meeting. Our short

term goal is to create a system that can detect the

topics of discussion, the action items being dis-

cussed, and the roles of the meeting participants.

Additionally, these components must adapt to spe-

cific users and groups of users since different people

will likely take different notes at the same meeting.

Thus we wish to implement the note taking system

in such a way that the user’s interactions with the

system result in labeled meeting data that can then

be used to adapt and improve the meeting under-

standing components.

Towards these goals, we have built SmartNotes

which helps users easily record and retrieve notes.

1http://office.microsoft.com/onenote
2http://www.quindi.com
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The system also records the user interactions to form

labeled meeting data that can later be used to auto-

matically improve the meeting understanding com-

ponents. In the next section we describe the meeting

understanding components in more detail. Next we

describe SmartNotes itself, and show how it is cur-

rently helping users take and retrieve notes, while

acquiring labeled data to aid each of the meeting un-

derstanding components. Finally we end with a dis-

cussion of what functionality we plan to demonstrate

at the conference.

2 Automatic Meeting Understanding

Topic detection and segmentation: We are at-

tempting to automatically detect the topics being

discussed at meetings. This task consists of two sub-

tasks: discovering the points in a meeting when the

topic changes, and then associating a descriptive la-

bel to the segment between two topic shifts. Our cur-

rent strategy for topic shift detection (Banerjee and

Rudnicky, 2006a) is to perform an edge detection

using such features as speech activity (who spoke

when and for how long), the words that each per-

son spoke, etc. For labeling, we are currently sim-

ply associating the agenda item names recorded in

the notes with the segments they are most relevant

to, as decided by a tf.idf matching technique. Topic

detection is particularly useful during meeting infor-

mation retrieval; (Banerjee et al., 2005) showed that

when users wish to retrieve information from past

meetings, they are typically interested in a specific

discussion topic, as opposed to an entire meeting.

Action item detection: An obvious application

of meeting understanding is the automatic discovery

and recording of action items as they are discussed

during a meeting. Arguably one of the most impor-

tant outcomes of a meeting are the action items de-

cided upon, and automatically recording them could

be a huge benefit especially to those participants that

are likely to not note them down and consequently

forget about them later on.

Meeting participant role detection: Each meet-

ing participant plays a variety of roles in an insti-

tution. These roles can be based on their function

in the institution (managers, assistants, professors,

students, etc), or based on their expertise (speech

recognition experts, facilities experts, etc). Our cur-

rent strategy for role detection (Banerjee and Rud-

nicky, 2006b) is to train detectors on hand labeled

data. Our next step is to perform discovery of new

roles through clustering techniques. Detecting such

roles has several benefits. First, it allows us to build

prior expectations of a meeting between a group of

participants. For example, if we know person A is

a speech recognition expert and person B a speech

synthesis expert, a reasonable expectation is that

when they meet they are likely to talk about tech-

nologies related speech processing. Consequently,

we can use this expectation to aid the action item

detection and the topic detection in that meeting.

3 SmartNotes: System Description

We have implemented SmartNotes to help users

take multi–media notes during meetings, and re-

trieve them later on. SmartNotes consists of two ma-

jor components: The note taking application which

meeting participants use to take notes during the

meeting, and the note retrieval application which

users use to retrieve notes at a later point.

3.1 SmartNotes Note Taking Application

The note taking application is a stand–alone system,

that runs on each meeting participant’s laptop, and

allows him to take notes during the meeting. In ad-

dition to recording the text notes, it also records the

participant’s speech, and video, if a video camera is

connected to the laptop. This system is an extension

of the Carnegie Mellon Meeting Recorder (Banerjee

et al., 2004).

Figure 1 shows a screen–shot of this application.

It is a server–client application, and each participant

logs into a central server at the beginning of each

meeting. Thus, the system knows the precise iden-

tity of each note taker as well as each speaker in

the meeting. This allows us to avoid the onerous

problem of automatically detecting who is speaking

at any time during the meeting. Further, after log-

ging on, each client automatically synchronizes it-

self with a central NTP time server. Thus the time

stamps that each client associates with its recordings

are all synchronized, to facilitate merging and play

back of audio/video during browsing (described in

the next sub–section).

Once logged in, each participant’s note taking
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Figure 1: Screen shot of the SmartNotes note–taking client

area is split into two sections: a shared note taking

area, and a private note taking area. Notes written

in the shared area are viewable by all meeting par-

ticipants. This allows meeting participants to share

the task of taking notes during a meeting: As long as

one participant has recorded an important point dur-

ing a meeting, the other participants do not need to,

thus making the note taking task easier for the group

as a whole. Private notes that a participant does not

wish to share with all participants can be taken in the

private note taking area.

The interface has a mechanism to allow meeting

participants to insert an agenda into the shared area.

Once inserted, the shared area is split into as many

boxes as there are agenda items. Participants can

then take notes during the discussion of an agenda

item in the corresponding agenda item box. This

is useful to the participants because it organizes the

notes as they are being taken, and, additionally, the

notes can later be retrieved agenda item by agenda

item. Thus, the user can access all notes he has taken

in different meetings regarding “buying a printer”,

without having to see the notes taken for the other

agenda items in each such meeting.

In addition to being useful to the user, this act of

inserting an agenda and then taking notes within the

relevant agenda item box results in generating (un-

beknownst to the participant) labeled data for the

topic detection component. Specifically, if we de-

fine each agenda item as being a separate “topic”,

and make the assumption that notes are taken ap-

proximately concurrent with the discussion of the

contents of the notes, then we can conclude that

there is a shift in the topic of discussion at some

point between the time stamp on the last note in

an agenda item box, and the time stamp on the first

note of the next agenda item box. This information

can then be used to improve the performance of the

topic shift detector. The accuracy of the topic shift

data thus acquired depends on the length of time be-

tween the two time points. Since this length is easy

to calculate automatically, this information can be

factored into the topic detector trainer.

The interface also allows participants to enter ac-

tion items through a dedicated action item form.

Again the advantage of such a form to the partici-

pants is that the action items (and thus the notes) are

better organized: After the meeting, they can per-

form retrieval on specific fields of the action items.

For example, they can ask to retrieve all the action

items assigned to a particular participant, or that are

due a particular day, etc.

In addition to being beneficial to the participant,

the action item form filling action results in gener-

ating labeled data for the action item detector.

Specifically, if we make the assumption that an ac-

tion item form filling action is preceded by a discus-

sion of the action item, then the system can couple

the contents of the form with all the speech within

a window of time before the form filling action, and

use this pair as a data point to retrain its action item

detector.

3.2 SmartNotes Note Retrieval Website

As notes and audio/video are recorded on each indi-

vidual participant’s laptop, they also get transferred

over the internet to a central meeting server. This

transfer occurs in the background without any in-

tervention from the user, utilizes only the left–over

bandwidth beyond the user’s current bandwidth us-

age, and is robust to system shut–downs, crashes,

etc. This process is described in more detail in

(Banerjee et al., 2004).

Once the meeting is over and all the data has been

transferred to the central server, meeting participants

can use the SmartNotes multi–media notes retrieval

system to view the notes and access the recorded

audio/video. This is a web–based application that

uses the same login process as the stand–along note
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Figure 2: Screen shot of the SmartNotes website

taking system. Users can view a list of meetings

they have recorded using the SmartNotes applica-

tion in the past, and then for each meeting, they can

view the shared notes taken at the meeting. Figure

2 shows a screen shot of such a notes browsing ses-

sion. Additionally, participants can view their own

private notes taken during the meeting.

In addition to viewing the notes, they can also ac-

cess all recorded audio/video, indexed by the notes.

That is, they can access the audio/video recorded

around the time that the note was entered. Further

they can specify how many minutes before and af-

ter the note they wish to access. Since the server

has the audio from each meeting participant’s audio

channel, the viewer of the notes can choose to listen

to any one person’s channel, or a combination of the

audio channels. The merging of channels is done in

real time and is achievable because their time stamps

have been synchronized during recording.

In the immediate future we plan to implement a

simple key–word based search on the notes recorded

in all the recorded meetings (or in one specific meet-

ing). This search will return notes that match the

search using a standard tf.idf approach. The user

will also be provided the option of rating the qual-

ity of the search retrieval on a one bit satisfied/not–

satisfied scale. If the user chooses to provide this

rating, it can be used as a feedback to improve the

search. Additionally, which parts of the meeting the

user chooses to access the audio/video from can be

used to form a model of the parts of the meetings

most relevant to the user. This information can help

the system tailor its retrieval to individual prefer-

ences.

4 The Demonstration

We shall demonstrate both the SmartNotes note tak-

ing client as well as the SmartNotes note–retrieval

website. Specifically we will perform 2 minute long

mock meetings between 2 or 3 demonstrators. We

will show how notes can be taken, how agendas can

be created and action items noted. We will then

show how the notes and the audio/video from the 2

minute meeting can be accessed through the Smart-

Notes note retrieval website. We shall also show the

automatically labeled data that gets created both dur-

ing the mock meeting, as well as during the brows-

ing session. Finally, if time permits, we shall show

results on how much we can improve the meeting

understanding components’ capabilities through la-

beled meeting data automatically acquired through

participants’ use of SmartNotes at CMU and other

institutions that are currently using the system.
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Abstract

The MTTK alignment toolkit for statisti-

cal machine translation can be used for

word, phrase, and sentence alignment of

parallel documents. It is designed mainly

for building statistical machine translation

systems, but can be exploited in other

multi-lingual applications. It provides

computationally efficient alignment and

estimation procedures that can be used

for the unsupervised alignment of parallel

text collections in a language independent

fashion. MTTK Version 1.0 is available

under the Open Source Educational Com-

munity License.

1 Introduction

Parallel text alignment procedures attempt to iden-

tify translation equivalences within collections of

translated documents. This can be be done at various

levels. At the finest level, this involves the alignment

of words and phrases within two sentences that are

known to be translations (Brown et al., 1993; Och

and Ney, 2003; Vogel et al., 1996; Deng and Byrne,

2005). Another task is the identification and align-

ment of sentence-level segments within document

pairs that are known to be translations (Gale and

Church, 1991); this is referred to as sentence-level

alignment, although it may also involve the align-

ment of sub-sentential segments (Deng et al., ) as

well as the identification of long segments in either

document which are not translations. There is also

document level translation which involves the iden-

tification of translated document pairs in a collection

of documents in multiple languages. As an example,

Figure 1 shows parallel Chinese/English text that is

aligned at the sentence, word, and phrase levels.

Parallel text plays a crucial role in multi-lingual

natural language processing research. In particu-

lar, statistical machine translation systems require

collections of sentence pairs (or sentence fragment

pairs) as the basic ingredients for building statistical

word and phrase alignment models. However, with

the increasing availability of parallel text, human-

created alignments are expensive and often unaf-

fordable for practical systems, even at a small scale.

High quality automatic alignment of parallel text has

therefore become indispensable. In addition to good

alignment quality, several other properties are also

desirable in automatic alignment systems. Ideally,

these should be general-purpose and language in-

dependent, capable of aligning very different lan-

guages, such as English, French, Chinese, German

and Arabic, to give a few examples of current in-

terest. If the alignment system is based on statis-

tical models, the model parameters should be esti-

mated from scratch, in an unsupervised manner from

whatever parallel text is available. To process mil-

lions of sentence pairs, these models need to be ca-

pable of generalization and the alignment and esti-

mation algorithms should be computationally effi-

cient. Finally, since noisy mismatched text is often

found in real data, such as parallel text mined from

web pages, automatic alignment needs to be robust.

There are systems available for these purposes, no-

tably the GIZA++ (Och and Ney, 2003) toolkit and
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Figure 1: Chinese/English Parallel Corpus Aligned at the Sentence, Word, and Phrase Levels: horizontal

lines denote the segmentations of a sentence alignment and arrows denote a word-level mapping.

the Champollion Toolkit (Ma et al., 2004).

This demo introduces MTTK, the Machine Trans-

lation Toolkit. The toolkit can be used to train statis-

tical models and perform parallel text alignment at

different levels. Target applications include not only

machine translation, but also bilingual lexicon in-

duction, cross lingual information retrieval and other

multi-lingual applications.

2 MTTK Components

MTTK is a collection of C++ programs and Perl

and shell scripts that can be used to build statisti-

cal alignment models from parallel text. Respective

of the text to be aligned, MTTK’s functions are cat-

egorized into the following two main parts.

2.1 Chunk Alignment

Chunk alignment aims to extract sentence or sub-

sentence pairs from parallel corpora. A chunk

can be multiple sentences, a sentence or a sub-

sentence, as required by the application. Two align-

ment procedures are implemented: one is the widely

used dynamic programming procedure that derives

monotone alignment of sentence segments (Gale

and Church, 1991); the other is divisive clustering

procedure that begins by finding coarse alignments

that are then iteratively refined by successive binary

splitting (Deng et al., ). These two types of align-

ment procedures complement each other. They can

be used together to improve the overall sentence

alignment quality.

When translation lexicons are not available,

chunk alignment can be performed using length-

based statistics. This usually can serve as a start-

ing point of sentence alignment. Alignment qual-

ity can be further improved when the chunking pro-

cedure is based on translation lexicons from IBM

Model-1 alignment model (Brown et al., 1993). The

MTTK toolkit also generates alignment score for

each chunk pair, that can be utilized in post process-

ing, for example in filtering out aligned segments of

dubious quality.

2.2 Word and Phrase Alignment

After a collection of sentence or sub-sentence pairs

are extracted via chunk alignment procedures, sta-

tistical word and phrase alignment models can be

estimated with EM algorithms. MTTK provides im-

plementations of various alignment, models includ-

ing IBM Model-1, Model-2 (Brown et al., 1993),

HMM-based word-to-word alignment model (Vogel

et al., 1996; Och and Ney, 2003) and HMM-based

word-to-phrase alignment model (Deng and Byrne,

2005). After model parameters are estimated, the

Viterbi word alignments can be derived. A novel

computation performed by MTTK is the genera-
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tion of model-based phrase pair posterior distribu-

tions (Deng and Byrne, 2005), which plays an im-

portant role in extracting a phrase-to-phrase transla-

tion probabilities.

3 MTTK Features

MTTK is designed to process huge amounts of par-

allel text. Model parameter estimation can be car-

ried out parallel during EM training using multiple

CPUs. The entire parallel text is split into parts.

During each E-step , statistics are collected paral-

lel over each part, while in the M-steps, these statis-

tics are merged together to update model parame-

ters for next iteration. This parallel implementation

not only reduces model training time significantly,

it also avoids memory usage issues that arise in pro-

cessing millions of sentence pairs, since each E-Step

need only save and process co-occurrence that ap-

pears in its part of the parallel text. This enables

building a single model from many millions of sen-

tence pairs.

Another feature of MTTK is language indepen-

dence. Linguistic knowledge is not required during

model training, although when it is available, per-

formance can be improved. Statistical parameters

are estimated and learned automatically from data

in an unsupervised way. To accommodate language

diversity, there are several parameters in MTTK that

can be tuned for individual applications to optimize

performance.

4 A Typical Application of MTTK in

Parallel Text Alignment

A typical example of using MTTK is give in Fig-

ure 2. It starts with a collection of document pairs.

During pre-processing, documents are normalized

and tokenized into token sequences. This prepro-

cessing is carried out before using the MTTK, and

is usually language dependent, requiring, for exam-

ple, segmenting Chinese characters into words or ap-

plying morphological analyzing to Arabic word se-

quences.

Statistical models are then built from scratch.

Chunk alignment begins with length statistics that

can be simply obtained by counting the number of

tokens on in each language. The chunk aligning

procedure then applies dynamic programming to de-

rive a sentence alignment. After sorting the gener-

ated sentence pairs by their probabilities, high qual-

ity sentence pairs are then selected and used to train

a translation lexicon. As an input for next round

chunk alignment, more and better sentence pairs can

be extracted and serve as training material for a bet-

ter translation lexicon. This bootstrapping procedure

identifies high quality sentence pairs in an iterative

fashion.

To maximize the number of training words for

building word and phrase alignment models, long

sentence pairs are then processed further using a di-

visive clustering chunk procedure that derives chunk

pairs at the sub-sentence level. This provides addi-

tional translation training pairs that would otherwise

be discarded as being overly long.

Once all usable chunk pairs are identified in the

chunk alignment procedure, word alignment model

training starts with IBM Model-1. Model com-

plexity increases gradually to Model-2, and then

HMM-based word-to-word alignment model, and

finally to HMM-based word-to-phrase alignment

model (Deng and Byrne, 2005). With these models,

word alignments can be obtained using the Viterbi

algorithm, and phrase pair posterior distributions

can be computed in building a phrase translation ta-

ble.

In published experiments we have found that

MTTK generates alignments of quality comparable

to those generated by GIZA++, where alignment

quality is measured both directly in terms of Align-

ment Error Rate relative to human word alignments

and indirectly through the translation performance

of systems constructed from the alignments (Deng

and Byrne, 2005). We have used MTTK as the basis

of translation systems entered into the recent NIST

Arabic-English and Chinese-English MT Evalua-

tions as well as the TC-STAR Chinese-English MT

evaluation (NIST, 2005; TC-STAR, 2005).

5 Availability

MTTK Version 1.0 is released under the Open

Source Educational Community License1.

The tools and documentation are available at

http://mi.eng.cam.ac.uk/∼wjb31/distrib/mttkv1/ .

1http://www.opensource.org/licenses/ecl1.php
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Figure 2: A Typical Unsupervised Translation Alignment Procedure with MTTK.
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Abstract 

The semantic web (SW) vision is one in 
which rich, ontology-based semantic 
markup will become widely available. 
The availability of semantic markup on 
the web opens the way to novel, sophisti-
cated forms of question answering. 
AquaLog is a portable question-answering 
system which takes queries expressed in 
natural language (NL) and an ontology as 
input, and returns answers drawn from 
one or more knowledge bases (KB). 
AquaLog presents an elegant solution in 
which different strategies are combined 
together in a novel way. AquaLog novel 
ontology-based relation similarity service 
makes sense of user queries. 

1 Introduction 

AquaLog (Lopez, 2005) is a fully implemented 
ontology-driven Question Answering (QA) sys-
tem1, which takes an ontology and a NL query as 
an input and returns answers drawn from semantic 
markup (viewed as a KB) compliant with the input 
ontology. In contrast with much existing work on 
ontology-driven QA, which tends to focus on the 
use of ontologies to support query expansion in 
information retrieval (Mc Guinness, 2004), 
AquaLog exploits the availability of semantic 
statements to provide precise answers to complex 
queries expressed in NL.  

AquaLog makes use of the GATE NLP plat-
form, string distance metric, generic lexical re-
sources, such as WordNet, as well as the structure 

                                                           
1 AquaLog is available as Open Source https://sourceforge.net/projects/aqualog

of the input ontology, to make sense of the terms 
and relations expressed in the input query with re-
spect to the target KB. Naturally, these terms and 
relations match the terminology familiar to the user 
rather than those used in the ontology.  

We say that AquaLog is portable because the 
configuration time required to customize the sys-
tem for a particular ontology is negligible. We be-
lieve that in the SW scenario it makes sense to 
provide a NL query interface portable with respect 
to ontologies, our AquaLog system allows to 
choose an ontology and then ask queries with re-
spect to its universe of discourse. The reason for 
this is that the architecture of the system and the 
reasoning methods are domain-independent,  rely-
ing on an understanding of general-purpose knowl-
edge representation languages, such as OWL2, and 
the use of generic lexical resources, such as 
WordNet.  

Moreover, AquaLog learning mechanism en-
sures that, for a given ontology and a particular 
community jargon used by end users, its perform-
ance improves over time, as the users can easily 
correct mistakes and allow AquaLog to learn novel 
associations between the NL relations used by us-
ers and the ontology structure. 
Approach. AquaLog uses a sequential process 
model (see Fig. 1), in which NL input is first trans-
lated into a set of intermediate representations – 
called Query Triples, by the Linguistic Compo-
nent. The Linguistic Component uses the GATE 
infrastructure and resources (Cunningham, 2002) 
to obtain a set of syntactic annotations associated 
with the input query and to classify the query. 
Once this is done, it becomes straight-forward for 
the Linguistic Component to automatically create 
the Query-Triples. Then, these query triples are 

                                                           
2 A plug-in mechanism and a generic API ensure that different Knowledge 
Representation languages can be used. 
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further processed and interpreted by the Relation 
Similarity Service Component (RSS), which uses 
lexical resources and the ontology to map them to 
ontology-compliant semantic markup or triples.  

NL SENTENCE
INPUT 

LINGUISTIC
&

QUERY CLASSIFICATION

RELATION
SIMILARITY

SERVICE

INFERENCE
ENGINE

QUERY

TRIPLES

ONTOLOGY

COMPATIBLE
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Fig. 1.  AquaLog data model 

2 Linguistic Component 

The Linguistic Component’s task is to map the NL 
input query to the Query-Triple. GATE  (Cunning-
ham, 2002) infrastructure and resources (e.g. proc-
essing resources like ANNIE) are part of the 
Linguistic Component.  

After the execution of the GATE controller, a 
set of syntactic annotations associated with the in-
put query are returned. These annotations include 
information about sentences, tokens, nouns and 
verbs.  For example, we get voice and tense for the 
verbs and categories for the nouns, such as deter-
minant, singular/plural, conjunction, possessive, 
determiner, preposition, existential, wh-determiner, 
etc. When developing AquaLog we extended the 
set of annotations returned by GATE, by identify-
ing terms, relations, question indicators 
(which/who/when. etc.) and patterns or types of 
questions. This is achieved through the use of Jape 
grammars, which consist of a set of phases, that 
run sequentially, and each phase is defined as a set 
of pattern rules, which allow us to recognize regu-
lar expressions using previous annotations in 
documents.  

Thanks to this architecture that takes advantage 
of the Jape grammars, although we can still only 
deal with a subset of NL, it is possible to extend 
this subset in a relatively easy way by updating the 
regular expressions in the Jape grammars. This 
ensures the easy portability of the system with re-
spect to both ontologies and natural languages. 
Currently, the linguistic component, through the 
Jape grammars, dynamically identifies around 14 
different linguistic categories or intermediate rep-
resentations, including: basic queries requiring an  
affirmation/negation or a description as an answer; 
or the big set of queries constituted by a wh-

question (such as the ones starting with: what, 
who, when, where, are there any, does any-
body/anyone or how many, and imperative com-
mands like list, give, tell, name, etc.), like “are 
there any PhD students in dotkom?” where the re-
lation is implicit or unknown or “which is the job 
title of John?” where no information about the type 
of the expected answer is provided; etc. 

Categories tell us not only  the kind of solu-
tion that needs to be achieved, but also they give 
an indication of the most likely common problems 
that the system will need to deal with to understand 
this particular NL query and in consequence it 
guides the process of creating the equivalent in-
termediate representation. Categories are the driv-
ing force to generate an answer by combining the 
triples in an appropriate way. For example, in 
“who are the academics involved in the semantic 
web?” the triple will be of the form <generic term, 
relation, second term>, i.e. <academics, involved, 
semantic web>. A query with a equivalent triple 
representation is “which technologies has KMi 
produced?”, where the triple will be <technologies, 
has produced, KMi>. However, a query like “are 
there any PhD students in akt?” has another 
equivalent representation, where the relation is im-
plicit or unknown <phd students, ?, akt> . Other 
queries may provide little information about the 
type of the expected answer, i.e. “what is the job 
title of John?”, or they can be just a generic en-
quiry about someone or something, i.e. “who is 
Vanessa?”, “what is an ontology?”  

At this stage we do not have to worry about get-
ting the representation completely right as the in-
terpretation is completely domain independent. 
The role of the triple-based intermediate represen-
tation is simply to provide an easy way to represent 
the NL query and to manipulate the input for the 
RSS. Consider the request “List all the projects in 
the knowledge media institute about the semantic 
web”, where both “in knowledge media institute” 
and “about semantic web” are modifiers (i.e. they 
modify the meaning of other syntactic constitu-
ents). The problem here is to identify the constitu-
ent to which each modifier has to be attached. The 
RSS is responsible for resolving this ambiguity 
through the use of the ontology, or by interacting 
with the user. The linguistic component’s task is 
therefore to pass the ambiguity problem to the RSS 
through the intermediate representation.  
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Nevertheless, a query can be a composition of 
two basic queries. In this case, the intermediate 
representation usually consists of two triples, one 
triple per relationship. There are different ways in 
which queries can be combined. Firstly, queries 
can be combined by using a “and” or “or” conjunc-
tion operator, as in “which projects are funded by 
epsrc and are about semantic web?”. This query 
will generate two Query-Triples: <projects, funded, 
epsrc> and <projects, ?, semantic web> and the 
subsequent answer will be a combination of both 
lists obtained after resolving each triple. Secondly, 
a query may be conditioned to a second query, as 
in “which researchers wrote publications related to 
social aspects?” which generates the Query-Triples 
<researchers, wrote, publications> and <which are, 
related, social aspects>,where the second clause 
modifies one of the terms in the first triple. In this 
example, ambiguity cannot be solved by linguistic 
procedures; therefore the term to be modified by 
the second clause remains uncertain.      

3 Relation Similarity Service 

This is the backbone of the QA system. The RSS 
component is invoked after the NL query has been 
transformed into a term-relation form and classi-
fied into the appropriate category. Essentially the 
RSS tries to make sense of the input query by look-
ing at the structure of the ontology, string metrics3, 
WordNet, and a domain-dependent lexicon ob-
tained by the Learning Mechanism.  

In any non-trivial NL system, it is important to 
deal with the various sources of ambiguity. Some 
sentences are structurally ambiguous and although 
general world knowledge does not resolve this am-
biguity, within a specific domain it may happen 
that only one of the interpretations is possible. The 
key issue here is to determine some constraints 
derived from the domain knowledge and to apply 
them in order to resolve ambiguity. Whether the 
ambiguity cannot be resolved by domain knowl-
edge the only reasonable course of action is to get 
the user to choose between the alternative readings.  
Moreover, since every item on the onto-triple is an 
entry point in the KB or ontology the user has the 
possibility to navigate through them. In fact, to 
ensure user acceptance of the system justifications 
are provided for every step of the user interaction.  

                                                           
3 http://secondstring.sourceforge.net/ 

4 Related Work 

This scenario is similar to research in NL queries 
to databases (NLIDB). However, the SW provides 
a new and potentially important context in which 
results from this research area can be applied. 
There are linguistic problems common in most 
kinds of NL understanding systems, see (Androut-
sopoulos, 1995) for an overview of the state of the 
art. In contrast with the latest generation of NLIDB 
systems (see (Popescu, 2003) for recent work) 
AquaLog uses an intermediate representation from 
the representation of the user’s query (NL front 
end) to the representation of an ontology compliant 
triple, from which an answer can be directly in-
ferred. It takes advantage of the use of ontologies 
in a way that the entire process highly portable and 
it is easy to handle unknown vocabulary. For in-
stance, in PRECISE (Popescu, 2003) the problem 
of finding a mapping from the tokenization to the 
database requires that all tokens must be distinct, 
questions with unknown words are not semanti-
cally tractable and cannot be handled. In contrast 
with PRECISE, AquaLog interpret the user query 
by means of the ontology vocabulary and structure 
in order to make sense of unknown vocabulary 
which appears not to have any match.  

Current work on QA is somewhat different in 
nature from AquaLog as they are open-domain 
systems. QA applications to text typically involve 
(Hirschman, 2001) identifying the semantic type of 
the entity sought by the question (a date, a per-
son…); and determining key words or relations to 
be use in matching candidate answers. Moreover, 
as pointed by Srihari et al. (Srihari, 2004) Named 
Entity (NE) tagging is often necessary. The main 
differences between AquaLog and open-domains 
systems are: (1) it is not necessary to build hierar-
chies or heuristic to recognize NE, as all the se-
mantic information needed is in the ontology. (2) 
AquaLog has mechanisms to exploit the relation-
ships to understand a query. Nevertheless, the RSS 
goal is to map the relationships in the Query-Triple 
into an ontology-compliant-triple. Both AquaLog 
and open-domain systems attempt to find syno-
nyms plus their morphological variants. AquaLog 
also automatically classifies the question before 
hand, based on the kind of triple needed, while 
most of the open-domain QA systems classify 
questions according to their answer target. The 
triple contains information not only about the an-

271



swer expected, but also about the relationships of 
the other terms in the query. To conclude, other 
QA systems also follow a relational data model 
(triple-based), e.g. the START “object-property-
value” approach (Katz, 2002).  

5 AquaLog in action: illustrative example.  

For demonstration purposes AquaLog application 
is used with the AKT ontology in the context of the 
academic domain in our department (Lei, 2006), 
e.g., AquaLog translates the query “what is the 
homepage of Peter who has an interest on the se-
mantic web?" into a conjunction of ontology-
compliant non-ground triples: <what is?, has-web-
address, peter-scott> & <person?, has-research-
interest, Semantic Web area>. 

Consider the query “what is the homepage of 
Peter?” on Fig. 2. Given that the system is unable 
to disambiguate between Peter-Scott, Peter-Sharpe, 
etc, user feedback is required. Also the user is call  
to disambiguate that “homepage” is the same that 
“has-web-address” as it is the first time the system 
came across this term, no synonyms have been 
identified, and the ontology does not provide fur-
ther ways to disambiguate. The system will learn 
the mapping and context for future occasions. 

 
Fig. 2.  Example of user disambiguation 

On Fig. 3 we are asking for the web address of Pe-
ter, who has an interest in SW. In this case 
AquaLog does not need any assistance from the 
user, given that only one of the Peters has an inter-
est in SW. Also the similarity relation between 
“homepage” and “has-web-address” has been 
learned by the Learning Mechanism. When the 
RSS comes across a query like that it has to access 
to the ontology information to recreate the context 
and complete the ontology triples. In that way, it 

realizes that “who has an interest on the Semantic 
Web” is a modifier of the term “Peter”.  

 
Fig. 3.  Example of AquaLog disambiguation 
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Abstract 

A general-purpose text annotation tool 
called Knowtator is introduced.  Knowtator 
facilitates the manual creation of annotated 
corpora that can be used for evaluating or 
training a variety of natural language proc-
essing systems.  Building on the strengths 
of the widely used Protégé knowledge rep-
resentation system, Knowtator has been 
developed as a Protégé plug-in that lever-
ages Protégé’s knowledge representation 
capabilities to specify annotation schemas.  
Knowtator’s unique advantage over other 
annotation tools is the ease with which 
complex annotation schemas (e.g. schemas 
which have constrained relationships be-
tween annotation types) can be defined and 
incorporated into use.  Knowtator is avail-
able under the Mozilla Public License 1.1 
at http://bionlp.sourceforge.net/Knowtator.   

1 Introduction 

Knowtator is a general-purpose text annotation tool 
for creating annotated corpora suitable for evaluat-
ing Natural Language Processing (NLP) systems.  
Such corpora consist of texts (e.g. documents, ab-
stracts, or sentences) and annotations that associate 
structured information (e.g. POS tags, named enti-
ties, shallow parses) with extents of the texts.  An 
annotation schema is a specification of the kinds of 
annotations that can be created.  Knowtator pro-
vides a very flexible mechanism for defining anno-

tation schemas.  This allows it to be employed for 
a large variety of corpus annotation tasks.    

Protégé is a widely used knowledge representa-
tion system that facilitates construction and visu-
alization of knowledge-bases (Noy, 2003)1.  A 
Protégé knowledge-base typically consists of class, 
instance, slot, and facet frames.  Class definitions 
represent the concepts of a domain and are organ-
ized in a subsumption hierarchy.  Instances corre-
spond to individuals of a class.  Slots define 
properties of a class or instance and relationships 
between classes or instances.  Facets constrain the 
values that slots can have.   

Protégé has garnered widespread usage by pro-
viding an architecture that facilitates the creation 
of third-party plug-ins such as visualization tools 
and inference engines.  Knowtator has been im-
plemented as a Protégé plug-in and runs in the Pro-
tégé environment.  In Knowtator, an annotation 
schema is defined with Protégé class, instance, 
slot, and facet definitions using the Protégé knowl-
edge-base editing functionality.  The defined anno-
tation schema can then be applied to a text 
annotation task without having to write any task 
specific software or edit specialized configuration 
files.  Annotation schemas in Knowtator can model 
both syntactic (e.g. shallow parses) and semantic 
phenomena (e.g. protein-protein interactions).   

2 Related work 

There exists a plethora of manual text annotation 
tools for creating annotated corpora.  While it has 
been common for individual research groups to 
build customized annotation tools for their specific 

                                                           
1 http://protege.stanford.edu 
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Figure 1  Simple co-reference annotations in Knowtator 
 

annotation tasks, several text annotation tools have 
emerged in the last few years that can be employed 
to accomplish a wide variety of annotation tasks.  
Some of the better general-purpose annotation 
tools include Callisto2, WordFreak3 (Morton and 
LaCivita, 2003), GATE4, and MMAX25.  Each of 
these tools is distributed with a limited number of 
annotation tasks that can be used ‘out of the box.’  
Many of the tasks that are provided can be custom-
ized to a limited extent to suit the requirements of a 
user’s annotation task via configuration files.   In 
Callisto, for example, a simple annotation schema 
can be defined with an XML DTD that allows the 
creation of an annotation schema that is essentially 
a tag set augmented with simple (e.g. string) attrib-
utes for each tag.  In addition to configuration files, 
WordFreak provides a plug-in architecture for cre-
ating task specific code modules that can be inte-
grated into the user interface.   

A complex annotation schema might include hi-
erarchical relationships between annotation types 
and constrained relationships between the types. 
Creating such an annotation schema can be a for-
midable challenge for the available tools either 
                                                           
2 http://callisto.mitre.org  
3 http://wordfreak.sourceforge.net  
4 http://gate.ac.uk/.  GATE is a software architecture for NLP that has, as one of 
its many components, text annotation functionality.  
5http://mmax.eml-research.de/.  

because configuration options are too limiting or 
because implementing a new plug-in is too expen-
sive or time consuming.   

3 Implementation 

3.1 Annotation schema 

Knowtator approaches the definition of an annota-
tion schema as a knowledge engineering task by 
leveraging Protégé’s strengths as a knowledge-
base editor.  Protégé has user interface components 
for defining class, instance, slot, and facet frames.  
A Knowtator annotation schema is created by de-
fining frames using these user interface compo-
nents as a knowledge engineer would when 
creating a conceptual model of some domain.  For 
Knowtator the frame definitions model the phe-
nomena that the annotation task seeks to capture.   

As a simple example, the co-reference annota-
tion task that comes with Callisto can be modeled 
in Protégé with two class definitions called mark-
able and chain.  The chain class has two slots ref-
erences and primary_reference which are 
constrained by facets to have values of type mark-
able.  This simple annotation schema can now be 
used to annotate co-reference phenomena occur-
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ring in text using Knowtator.  Annotations in 
Knowtator created using this simple annotation 
schema are shown in Figure 1.   

A key strength of Knowtator is its ability to re-
late annotations to each other via the slot defini-
tions of the corresponding annotated classes.  In 
the co-reference example, the slot references of the 
class chain relates the markable annotations for the 
text extents ‘the cat’ and ‘It’ to the chain annota-
tion.  The constraints on the slots ensure that the 
relationships between annotations are consistent.   

Protégé is capable of representing much more 
sophisticated and complex conceptual models 
which can be used, in turn, by Knowtator for text 
annotation.  Also, because Protégé is often used to 
create conceptual models of domains relating to 
biomedical disciplines, Knowtator is especially 
well suited for capturing named entities and rela-
tions between named entities for those domains.   

3.2 Features 

In addition to its flexible annotation schema defini-
tion capabilities, Knowtator has many other fea-
tures that are useful for executing text annotation 
projects.  A consensus set creation mode allows 
one to create a gold standard using annotations 
from multiple annotators.  First, annotations from 
multiple annotators are aggregated into a single 
Knowtator annotation project.  Annotations that 
represent agreement between the annotators are 
consolidated such that the focus of further human 
review is on disagreements between annotators. 

Inter-annotator agreement (IAA) metrics pro-
vide descriptive reports of consistency between 
two or more annotators.  Several different match 
criteria (i.e. what counts as agreement between 
multiple annotations) have been implemented.  
Each gives a different perspective on how well 
annotators agree with each other and can be useful 
for uncovering systematic differences.  IAA can 
also be calculated for selected annotation types 
giving very fine grained analysis data.   

Knowtator provides a pluggable infrastructure 
for handling different kinds of text source types.  
By implementing a simple interface, one can anno-
tate any kind of text (e.g. from xml or a relational 
database) with a modest amount of coding.   

Knowtator provides stand-off annotation such 
that the original text that is being annotated is not 

modified.  Annotation data can be exported to a 
simple XML format.   

Annotation filters can be used to view a subset 
of available annotations.  This may be important if, 
for example, viewing only named entity annota-
tions is desired in an annotation project that also 
contains many part-of-speech annotations.  Filters 
are also used to focus IAA analysis and the export 
of annotations to XML.   

Knowtator can be run as a stand-alone system 
(e.g. on a laptop) without a network connection.  
For increased scalability, Knowtator can be used 
with a relational database backend (via JDBC).   

Knowtator and Protégé are provided under the 
Mozilla Public License 1.1 and are freely available 
with source code at http://bionlp.sourceforge.net/ 
Knowtator and http://protege.stanford.edu, respec-
tively.  Both applications are implemented in the 
Java programming language and have been suc-
cessfully deployed and used in the Windows, Ma-
cOS, and Linux environments.   

4 Conclusion 

Knowtator has been developed to leverage the 
knowledge representation and editing capabilities 
of the Protégé system.  By modeling syntactic 
and/or semantic phenomena using Protégé frames, 
a wide variety of annotation schemas can be de-
fined and used for annotating text.  New annotation 
tasks can be created without writing new software 
or creating specialized configuration files.  Know-
tator also provides additional features that make it 
useful for real-world multi-person annotation tasks.   
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Abstract

SenseClusters is a freely available sys-
tem that clusters similar contexts. It can
be applied to a wide range of problems,
although here we focus on word sense
and name discrimination. It supports
several different measures for automati-
cally determining the number of clusters
in which a collection of contexts should
be grouped. These can be used to discover
the number of senses in which a word is
used in a large corpus of text, or the num-
ber of entities that share the same name.
There are three measures based on clus-
tering criterion functions, and another on
the Gap Statistic.

1 Introduction

Word sense and name discrimination are problems
in unsupervised learning that seek to cluster the oc-
currences of a word (or name) found in multiple con-
texts based on their underlying meaning (or iden-
tity). The assumption is made that each discovered
cluster will represent a different sense of a word, or
the underlying identity of a person or organization
that has an ambiguous name.

Existing approaches to this problem usually re-
quire that the number of clusters to be discovered
(k) be specified ahead of time. However, in most re-
alistic settings, the value of k is unknown to the user.
Here we describe various cluster stopping measures
that are now implemented in SenseClusters (Puran-
dare and Pedersen, 2004) that will group N contexts

into k clusters, where the value of k will be automat-
ically determined.

Cluster stopping can be viewed as a problem in
model selection, since a number of different models
(i.e., clustering solutions) are created using different
values of k, and the one that best fits the observed
data is selected based on a criterion function. This
is reminiscent of earlier work on sequential model
selection for creating models of word sense disam-
biguation (e.g., (O’Hara et al., 2000)), where it was
found that forward sequential search strategies were
most effective. These methods start with simpler
models and then add to them in a stepwise fash-
ion until no further improvement in model fit is ob-
served. This is in fact very similar to what we have
done here, where we start with solutions based on
one cluster, and steadily increase the number of clus-
ters until we find the best fitting solution.

SenseClusters supports four cluster stopping mea-
sures, each of which is based on interpreting a clus-
tering criterion function in some way. The first three
measures (PK1, PK2, PK3) look at the successive
values of the criterion functions as k increases, and
try to identify the point at which the criterion func-
tion stops improving significantly. We have also cre-
ated an adaptation of the Gap Statistic (Tibshirani
et al., 2001), which compares the criterion function
from the clustering of the observed data with the
clustering of a null reference distribution and selects
the value of k for which the difference between them
is greatest.

In order to evaluate our results, we sometimes
conduct experiments with words that have been
manually sense tagged. We also create name con-
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flations where some number of names of persons,
places, or organizations are replaced with a single
name to create pseudo or false ambiguities. For ex-
ample, in this paper we refer to an example where
we have replaced all mentions of Sonia Gandhi and
Leonid Kuchma with a single ambiguous name.

Clustering methods are typically either partitional
or agglomerative. The main difference is that ag-
glomerative methods start with 1 or N clusters and
then iteratively arrive at a pre–specified number (k)
of clusters, while partitional methods start by ran-
domly dividing the contexts into k clusters and then
iteratively rearranging the members of the k clusters
until the selected criterion function is maximized. In
this work we have used K-means clustering, which
is a partitional method, and the H2 criterion func-
tion, which is the ratio of within–cluster similarity
(I2) to between–cluster similarity (E1).

2 Methodology

In word sense or name discrimination, the num-
ber of contexts (N) to cluster is usually very large,
and considering all possible values of k from 1...N
would be inefficient. As the value of k increases,
the criterion function will reach a plateau, indicat-
ing that dividing the contexts into more and more
clusters does not improve the quality of the solution.
Thus, we identify an upper bound to k that we refer
to as deltaK by finding the point at which the cri-
terion function only changes to a small degree as k
increases.

According to the H2 criterion function, the higher
its ratio of within–cluster similarity to between–
cluster similarity, the better the clustering. A large
value indicates that the clusters have high internal
similarity, and are clearly separated from each other.
Intuitively then, one solution to selecting k might
be to examine the trend of H2 scores, and look for
the smallest k that results in a nearly maximum H2
value.

However, a graph of H2 values for a clustering
of the 2 sense name conflation Sonia Gandhi and
Leonid Kuchma as shown in Figure 1 (top) reveals
the difficulties of such an approach. There is a grad-
ual curve in this graph and there is no obvious knee
point (i.e., sharp increase) that indicates the appro-
priate value of k.
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Figure 1: H2 (top) and PK1, PK2, and PK3 for
the name conflate pair Sonia Gandhi and Leonid
Kuchma. The predicted number of senses is 2 for
all the measures.
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2.1 PK1

The PK1 measure is based on (Mojena, 1977),
which finds clustering solutions for all values of k
from 1..N , and then determines the mean and stan-
dard deviation of the criterion function. Then, a
score is computed for each value of k by subtracting
the mean from the criterion function, and dividing
by the standard deviation. We adapt this technique
by using the H2 criterion function, and limit k from
1...deltaK:

PK1(k) =
H2(k) − mean(H2[1...deltaK])

std(H2[1...deltaK])
(1)

To select a value of k, a threshold must be set.
Then, as soon as PK1(k) exceeds this threshold,
k-1 is selected as the appropriate number of clus-
ters. Mojena suggests values of 2.75 to 3.50, but also
states they would need to be adjusted for different
data sets. We have arrived at an empirically deter-
mined value of -0.70, which coincides with the point
in the standard normal distribution where 75% of the
probability mass is associated with values greater
than this.

We observe that the distribution of PK1 scores
tends to change with different data sets, making it
hard to apply a single threshold. The graph of the
PK1 scores shown in Figure 1 illustrates the diffi-
culty : the slope of these scores is nearly linear, and
as such any threshold is a somewhat arbitrary cutoff.

2.2 PK2

PK2 is similar to (Hartigan, 1975), in that both take
the ratio of a criterion function at k and k-1, in order
to assess the relative improvement when increasing
the number of clusters.

PK2(k) =
H2(k)

H2(k − 1)
(2)

When this ratio approaches 1, the clustering has
reached a plateau, and increasing k will have no
benefit. If PK2 is greater than 1, then we should
increase k. We compute the standard deviation of
PK2 and use that to establish a boundary as to what
it means to be “close enough” to 1 to consider that
we have reached a plateau. Thus, PK2 will select k

where PK2(k) is the closest to (but not less than) 1
+ standard deviation(PK2[1...deltaK]).

The graph of PK2 in Figure 1 shows an elbow
that is near the actual number of senses. The critical
region defined by the standard deviation is shaded,
and note that PK2 selected the value of k that was
outside of (but closest to) that region. This is inter-
preted as being the last value of k that resulted in a
significant improvement in clustering quality. Note
that here PK2 predicts 2 senses, which corresponds
to the number of underlying entities.

2.3 PK3

PK3 utilizes three k values, in an attempt to find a
point at which the criterion function increases and
then suddenly decreases. Thus, for a given value of
k we compare its criterion function to the preceding
and following value of k:

PK3(k) =
2 × H2(k)

H2(k − 1) + H2(k + 1)
(3)

The form of this measure is identical to that of the
Dice Coefficient, although in set theoretic or prob-
abilistic applications Dice tends to be used to com-
pare two variables or sets with each other.

PK3 is close to 1 if the H2 values form a line,
meaning that they are either ascending, or they are
on the plateau. However, our use of deltaK elimi-
nates the plateau, so in our case values of 1 show that
k is resulting in consistent improvements to clus-
tering quality, and that we should continue. When
PK3 rises significantly above 1, we know that k+1
is not climbing as quickly, and we have reached a
point where additional clustering may not be help-
ful. To select k we select the largest value of
PK3(k) that is closest to (but still greater than) the
critical region defined by the standard deviation of
PK3.

PK3 is similar in spirit to (Salvador and Chan,
2004), which introduces the L measure. This tries to
find the point of maximum curvature in the criterion
function graph, by fitting a pair of lines to the curve
(where the intersection of these lines represents the
selected k).
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2.4 The Gap Statistic

SenseClusters includes an adaptation of the Gap
Statistic (Tibshirani et al., 2001). It is distinct from
the measures PK1, PK2, and PK3 since it does not
attempt to directly find a knee point in the graph of
a criterion function. Rather, it creates a sample of
reference data that represents the observed data as
if it had no meaningful clusters in it and was sim-
ply made up of noise. The criterion function of the
reference data is then compared to that of the ob-
served data, in order to identify the value of k in the
observed data that is least like noise, and therefore
represents the best clustering of the data.

To do this, it generates a null reference distri-
bution by sampling from a distribution where the
marginal totals are fixed to the observed marginal
values. Then some number of replicates of the ref-
erence distribution are created by sampling from it
with replacement, and each of these replicates is
clustered just like the observed data (for successive
values of k using a given criterion function).

The criterion function scores for the observed and
reference data are compared, and the point at which
the distance between them is greatest is taken to pro-
vide the appropriate value of k. An example of this
is seen in Figure 2. The reference distribution repre-
sents the noise in the observed data, so the value of
k where the distance between the reference and ob-
served data is greatest represents the most effective
clustering of the data.

Our adaption of the Gap Statistic allows us to
use any clustering criterion function to make the
comparison of the observed and reference data,
whereas the original formulation is based on using
the within–cluster dispersion.
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Abstract

Ndaona is a Matlab toolkit to create in-
teractive three-dimensional models of data
often found in NLP research, such as ex-
ploring the results of classification and di-
mensionality reduction algorithms. Such
models are useful for teaching, presen-
tations and exploratory research (such as
showing where a classification algorithm
makes mistakes).

Ndaona includes embedding and graph-
ics parameter estimation algorithms, and
generates files in the format of Partiview
(Levy, 2001), an existing free open-source
fast multidimensional data displayer that
has traditionally been used in the plane-
tarium community. Partiview1 supports a
number of enhancements to regular scat-
terplots that allow it to display more than
three dimensions’ worth of information.

1 Supplemented Scatterplots

Scatterplots are not the most efficient way of repre-
senting information (Grinstein et al., 2001). How-
ever, they are intuitive and stable (Wong and Berg-
eron, 1997), and can be supplemented in several
ways. We describe some of these augmentations in
Section 1, basic Ndaona usage in Section 2, and fi-
nally a couple of some embedding methods in Sec-
tion 3.

1http://niri.ncsa.uiuc.edu/partiview

Figure 1: Regular and glyph-supplemented scat-
terplots showing how a linear kernel can separate
happy and sad faces from the Frey Face dataset.

1.1 Glyphs

Glyphs are icons that provide a visual representa-
tion of a datum. A simple example of a glyph is
a filled-in circle whose color and size convey two
additional dimensions of information. More com-
plex examples have been designed to present more
information (Tukey and Tukey, 1981) (Ward, 2002).
Partiview can use any image as a glyph, as long as
all images used can fit in graphics memory.

For example, Figure 1 shows faces from the Frey
Face Dataset2 in linear kernel space; two faces are
close together then the vectorsu andv representing
have a high value ofuT v. In this case, each point has
a natural visual representation — the face itself. And
we therefore use the faces as lossless glyphs, with
each glyph representing a 560-dimensional vector
(20 x 28 pixel image).

A second example is in Figure 2. It shows Man-
darin syllables in a tone recognition experiment
(Surendran et al., 2005), with two syllables close

2Thanks to Sam Roweis for placing this data on his site.
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Figure 2: A close-up screenshot of a 3D glyph-
supplemented scatterplot showing the performance
of a linear Support Vector Machine (SVM) on a
4-way Mandarin syllable tone classification task.
Ndaona embedded syllables so that those classified
similarly by the SVM are close together. The glyph
for each syllable represents the 20-dimensional vec-
tor input to the SVM. Syllables with the same tone
are represented by glyphs of the same color; the
white syllables in the foreground have falling tone.

together if the classification algorithm made simi-
lar predictions of their tone. The algorithm received
for each syllable a 20-dimensional vector that de-
scribed its normalized pitch contour of the syllable.
In this case, a histogram of the pitch contour, with
the area between the pitch contour and the horizon-
tal axis shaded for enhanced visibility, results in a
highly informative glyph.

A close-up look at the low tone syllables reveals
that the algorithm ‘thinks’ that any syllable whose
pitch contour decreases towards the end has a falling
tone which is what linguists expect. We can also
tell that many of the mistakes made by the algorithm
are due to the features and not the algorithm itself.
For instance, the several high tone syllables that are
close to the cluster of low-tone-syllables (and would
thus be classified as having low tone by the algo-
rithm) do in fact have a falling pitch contour.

1.2 Three Dimensions

Partiview users can smoothly spin, zoom, and move
the 3d scatterplot model even when it contains hun-
dreds of thousands of points. Interaction and motion

deal with difficulties (described in the information
visualization and statistical graphics literature) of vi-
sually estimating distances when a third dimension
is used (Jacoby, 1998).

1.3 Graphs

While Partiview is not the best software for display-
ing graphs, it can display lines of varying width and
color. This permits two bits of information to be dis-
played about binary relations between points.

1.4 Information about points

While text labels can be placed at points, this often
results in visual clutter. It is better to give the user
the option of only having labels displayed when ac-
tively requested. This option is called ‘linking’.

Partiview has some linking capability. When a
user clicks on a point (and presses ’p’), the com-
mand window displays information about it, such
as its position, several features, and any ‘comment’
provided by the user. For example, Figures 3 and
4 show the results of a 13-class dialog act classifica-
tion task — the user supplied as comments the words
said during each dialog act. Some of these can be
seen in the command window of each screenshot.

1.5 Brushing

Brushing is the ability for users to select subsets
of data points and apply certain operations to them,
such as toggling their visibility (masking), changing
their color or size (Becker and Cleveland, 1987).

Partiview supports this very well, and it is possi-
bly the most important feature available for data ex-
ploration. For example, we can change the colors of
points to be that of any attribute of the data, includ-
ing its original features. This helps investigate what
original features the algorithm is actually using.

For example, in Figure 3 color represents class,
while in Figure 4 color represents duration. The
color could just as easily be changed to repre-
sent other attributes of the data; Ndaona estimates
Partiview parameters required for consistent behav-
ior across attributes by normalizing the color map
for each attribute.

1.6 Animation

Partiview supports animated data. Ndaona has been
written so that one can deal with various combina-
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tions of static and dynamic (time-varying) graphical
elements, such as fixed points and varying edges, or
dynamic points and fixed edges (i.e. the edges al-
ways join the same points), or both dynamic points
and edges, fixed points and dynamic attributes, and
so on. The only difference to the user is that s/he
provides a cell array (list) of matrices for the dy-
namic element instead of a single matrix.

Figure 3: Partiview screenshot of a Ndaona-made
model showing the result of a dialog act classifica-
tion algorithm. Each point represents a dialog act,
and all acts of the same type are colored identically.

2 Usage

For flexibility of input, arguments to Ndaona are
supplied in parameter-value pairs. For example, say
P is aN × 3 matrix representing the 3D coordinates
of N points andQ is a list ofN images representing
the glyphs of each point. Ndaona includes tools to
create such images, or the user can provide their
own JPEGs. Either of the equivalent commands

ndaona(’POSITIONS’,P,’PICTURES’,Q)
ndaona(’POS’,P, ’PICS’,Q)

creates a 3D model with the pictures inQ repre-
sented at the positions for each point, such as that
in Figures 1 and 3. Graphics parameters controlling
picture sizes are automatically estimated by Ndaona.

Now suppose that theN points have time-varying
positions. MakingP a list of N × 3 matrices and

Figure 4: As for Figure 3 but now color represents
duration. Shorter acts (top left) are green.

using the same command as above creates a time-
varying scatterplot with the images moving about.

If this was classification and the true class of each
point is stored in aN -dimensional vectorL, then

ndaona(’POS’,P,’PICS’,Q,’CLASS’,L)

creates the 3D model with the pictures colored
by class, with the same color for points of the same
class, such as that in Figure 2. Also, Partiview
provides a button for each class that toggles the
visibility of data points in that class. If each point
hasA attributes stored in aN × A matrixF, then

ndaona(’POS’,P,...,’ATTRIBUTES’,F)

creates a model as before, but with brushing avail-
able. The colors of each point can be changed ac-
cording to ther-th attribute by typing “color ar”,
wherear is the automatically assigned name for the
r-th attribute. (Users can provide attribute names
with another parameter-value pair.)

If the N points also form the nodes of a (con-
nected or not) graph withNe edges, then if the
edges are represented by aNe ×3 matrix or a sparse
Ne × Ne matrixG, the command

ndaona(’POS’,P,...,’EDGES’,G)
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creates the same scatterplot, overlaid with edges.
Additional parameter-value pairs in Ndaona can

be used to fine-tune graphics parameters, create files
in directory structures that are easy to compress and
distribute, change background color, etc.

3 Embedding into Three Dimensions

When visualizing the results of algorithms, users
may not have a three-dimensional embedding al-
ready available. However, algorithms have been pro-
posed to produce such embeddings, and we now de-
scribe some of those available in Ndaona. Ndaona
also implements basic dimensionality reduction al-
gorithms such as Principal Components Analysis,
Laplacian Eigenmaps, and Isomap.

3.1 Classification Probabilities

If users have aN ×K matrixS of prediction proba-
bilities from aK-class classification algorithm, with
S(n, k) having the probability (estimated by the al-
gorithm) that then-th point is in classk, then this
can be supplied instead.

Ndaona uses the Parametric Embedding algo-
rithm (Iwata et al., 2004) to find a low-dimensional
embedding of theN points so that pairs of points
that were given similar predictions by the classifica-
tion algorithm (i.e. have low Kullback-Leibler dis-
tance between their prediction probability distribu-
tions) are closer together.

3.2 Kernel Matrices

Support vector machines (SVMs) and related meth-
ods depend on pairwise similarities of points, in the
form of a kernel matrix whos(i, j)-th entry rep-
resents the similarity of thei-th and j-th points.
Shawe-Taylor and Christianini (2004) suggest using
the eigenvectors corresponding to the three smallest
positive eigenvalues of the Laplacian of theN × N

kernel matrix to define aN × 3 positions matrix.
Ndaona implements an alternative that, in our expe-
rience, works better — using the normalized Lapla-
cian of the kernel matrix (with negative entries re-
placed by zero).

4 Conclusion

Ndaona is an interface package that helps reearchers
produce compelling visual representations of their

data. Its output is a (time-varying) 3d model that
can be displayed by Partiview, an external data
viewer. Future plans include adding more scal-
able embedding algorithms, and allowing other out-
put formats. Ndaona, documentation, and exam-
ples of models created with it, can be found at
http://people.cs.uchicago.edu/∼dinoj/ndaona
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Abstract 

We will demonstrate SconeEdit, a new tool 
for exploring and editing knowledge bases 
(KBs) that leverages interaction with do-
main texts.  The tool provides an annotated 
view of user-selected text, allowing a user 
to see which concepts from the text are in 
the KB and to edit the KB directly from 
this Text View.  Alongside the Text View, 
SconeEdit provides a navigable KB View 
of the knowledge base, centered on con-
cepts that appear in the text.  This unified 
tool gives the user a text-driven way to ex-
plore a KB and add new knowledge. 

1 Introduction 

We will demonstrate SconeEdit, a new tool for 
exploring and editing knowledge bases that inte-
grates domain text.  SconeEdit expands on the 
function of traditional ontology editors by showing 
the user an interactive text window (Text View) 
where the user can view and edit concepts from the 
knowledge base as highlighted terms in their origi-
nal context.  The Text View augments a traditional 
KB View, allowing the user to leverage existing 
knowledge as well as domain-focused text exam-
ples to perform a variety of knowledge-based 
tasks.   

Consider the task of assessing the quality of a 
knowledge base as a resource for a new AI or natu-
ral language system.  In SconeEdit, a user can view 

the knowledge base alongside a text document 
from the target domain.  SconeEdit searches for 
instances of KB concepts in the text and highlights 
them in the Text View.  Already the user can see a 
concise visual sample of the coverage of the KB 
for this domain. 

Now the user can work with the KB View and 
Text View together to navigate the ontology.  
Double-clicking on a highlighted concept like 
“keyboard” opens a detailed view of that concept 
in the KB View.  Inside the KB View, the user can 
click on the superclass of the keyboard concept to 
see the concept computer input device and all of its 
children.  Next, SconeEdit selectively highlights all 
instances of computer input device in the text.  The 
system uses type inference from the KB to high-
light “mouse”, “touchpad”, and “wireless key-
board.”  If “scanner” appears in the text but isn’t 
included in the knowledge base, the user can spot 
the omission quickly.   
 

 
Figure 1.  The SconeEdit Interface  
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In this way, domain text is used as a measuring 
tool for coverage of domain knowledge.  Our dem-
onstration allows the user to try SconeEdit and to 
explore the interaction of text and knowledge. 

2 The Knowledge Base 

SconeEdit is a software client to the Scone Knowl-
edge Base System, or simply “Scone” (Fahlman, 
2005).  Scone is an efficient, open-source knowl-
edge base (KB) system being developed in the 
Language Technologies Institute of Carnegie Mel-
lon University.  Scone is intended to be a practical 
KB system that can be used as a component in a 
wide range of AI and natural language software 
applications.  One of the goals in developing Scone 
is to make it easy to use, especially when adding 
new knowledge. 

The SconeEdit interface makes Scone more us-
able in several ways: the Text View display gives 
the user a convenient and intuitive starting point 
for exploring the knowledge base.  SconeEdit also 
provides an easy way of adding knowledge to the 
KB without learning the formal input language for 
Scone.  This demonstration focuses on the effec-
tiveness of SconeEdit and Scone together, but the 
design principles of SconeEdit are applicable to 
knowledge bases written in other formalisms. 

Figure 1 shows the SconeEdit window with a 
document and KB loaded.  The left side of the in-
terface contains the Text View, and the KB View 
is on the right.  Each of these views is described in 
detail below. 

3 Architecture 

3.1 Text View 

In a traditional ontology browser, the user starts 
looking for concepts of interest by typing words 
and phrases into a search field.  This is the model 
for several existing tools, including the VisDic 
viewer for WordNet (Horák and Smrž, 2004), the 
INOH ontology viewer (INOH, 2004), and the 
Gene Ontology viewer presented by Koike and 
Takagi (2004), among others. 

SconeEdit improves on this browsing paradigm 
by giving a user who is unfamiliar with the knowl-
edge base an easy way to start exploring.  Rather 
than generating a series of guesses at what may be 

 

Figure 2.  Excerpt from Text View, with Search 
and Text Tabs 
 
covered by the KB, the user can load natural lan-
guage text into SconeEdit from a file or the system 
clipboard.  We take an article from Xinhuanet 
News Service (Xinhuanet, 2006) as an example.  
Figure 2 shows an excerpt of this text after it has 
been loaded. 

When the text file is loaded, it appears in the 
Text Tab of the Text View pane.  SconeEdit high-
lights all strings that it can identify as concepts 
from the knowledge base. In this example, “Wash-
ington” is correctly identified as the city, not the 
state.  In many cases the concept may be ambigu-
ous from the string alone.  SconeEdit currently 
uses dynamic programming to highlight the long-
est-matching concept names it can find (see Sec-
tion 5).  More sophisticated disambiguation is a 
priority for our future work.   

The result of highlighting is a concise visual 
representation of what is “known” about that text.  
The Text View helps a user find relevant knowl-
edge quickly, even in a large general-domain KB.  
Clicking on any highlighted term in the Text View 
brings up a hierarchical representation of that con-
cept in the KB View.  

3.2 KB View 

The KB View contains two tabs: a Graph Tab and 
a List Tab. The Graph Tab displays an excerpt 
from the knowledge base as a network of linked 
concepts with one focus concept in the center.  
When the user clicks on a highlighted concept in 
the Text View, a graph focused on that concept 
appears in the Graph Tab.  Continuing with our 
Xinhuanet example, Figure 3 shows the Graph Tab 
after a user has clicked on “Washington” in the 
text.  The Graph View now displays concepts that 
are closely related to Washington-Dc in the knowl-
edge base.   
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Figure 3.  KB View, Graph Tab of Washington-Dc 
 

 
Figure 4.  KB View, List Tab of City 
 
Clicking on any of these related concepts in the 
Graph Tab moves the focus of the graph to that 
concept. 

The List Tab shows an alternative view of the 
same focus concept.  It displays KB information as 
a set of property lists.  As in the Graph Tab, the 
user can double-click on any concept in the List 
Tab to bring that concept into focus.  When the 
focus concept is densely connected to other con-
cepts in the KB, the List Tab can be easier to inter-
pret than the Graph Tab.  In general, research has 
shown that preference for the list style or graph 
style is personal and varies from user to user 
(Tribble and Rosé, 2006). Figure 4 shows the List 
Tab, focused on the concept City.  

4 Adding Knowledge 

Browsing the knowledge base in this way gives the 
user a detailed, domain-targeted view of its con-
tents.  A natural extension of this paradigm is to 
allow the user to edit the KB while browsing.  For 
example, a user may encounter a concept in the  

 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.  Adding a concept synonym 
 
text that is not present in the knowledge base. 
SconeEdit allows the user to simply click on a 
word in the text to create a new concept in the KB 
(see Figure 5).  To specify where the new concept 
belongs, the user navigates to the appropriate loca-
tion in the KB View (List Tab or Graph Tab). 

The user can also modify an existing KB con-
cept by adding English synonyms.  For example, 
the word “United States” may be highlighted in a 
text example, while “U.S.” is not.  To add a syno-
nym for the “United States” concept, the user 
navigates to this concept in the KB View, and then 
clicks on the text “U.S.”.  A menu offers the choice 
of adding a synonym to the existing focus concept.  
Figure 5 illustrates this process.   

5 Identifying KB Concepts in Text 

Elements in a Scone knowledge base represent 
specific concepts, rather than words or word 
senses.  Each concept is linked with a list of Eng-
lish names (words or phrases). This association 
between Scone elements and English names is 
many-to-many.  

To map a sentence to the set of concepts that 
appear there, a dynamic-programming alignment is 
performed using the English names in the KB as a 
dictionary.  SconeEdit searches for an alignment 
that covers as much of the input text as possible.  
The result of aligning an input string with concepts 
is a set of triples, each consisting of a concept, an 
offset, and a length.  These triples are used directly 
by the Text Tab to highlight substrings and associ-
ate them with KB concepts. 

Consider the sentence “Washington, D.C. is a 
city.”  Table 1 shows some example Scone con-
cepts and their English names.  Given a knowledge  
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Concept Name English Names 

Washington-State 
“Washington”, “Washing-
ton State”,  

Washington-Dc 
“Washington”, “Washing-
ton, D.C.” 

City “city” 

Table 1.  Example concepts and their English 
Name lists 
 
base with these concepts, SconeEdit returns the 
alignment: (concept: Washington-DC, offset: 1, 
length: 16) (concept: City, offset: 23, length: 4). 

6 Planned Features 

A single node in the KB could have hundreds or 
thousands of outgoing links.  For readability, the 
browser must select a subset of these links to dis-
play to the user.  We plan to leverage Scone’s rea-
soning ability, along with SconeEdit’s document-
driven design, to select which nodes are likely to 
be relevant to the user in the context of the loaded 
document(s).  For example, a user who views sub-
classes of disease in a medical ontology may be 
presented with thousands of disease types.  If the 
current document loaded into SconeEdit is a 
document about food, Scone may be able to prune 
the subclasses it lists to only food-borne illnesses.  

Another feature we hope to add is better integra-
tion with an entire corpus. The current system al-
lows the user to work with individual documents.  
This could be extended to allow a user to navigate 
to a particular concept in the knowledge base and 
retrieve all documents in a corpus containing that 
concept (in its various forms).  These documents 
could then be used to generate more KB concepts 
of interest. 

7 Related Work 

To the best of our knowledge, existing ontology 
and KB editors and viewers do not specifically 
focus on editing and viewing an ontology or KB in 
the context of natural language text.  Other ontol-
ogy editors such as Protégé (Gennari, 2002) and 
OntoEdit (Sure, 2002) offer many features for gen-
erating complex ontologies, but do not provide the 
rich interaction with domain text that is the focus 
of SconeEdit.  The CNet Big Picture (CNet News 

Online, 2000) is one example of a system that does 
link ontology knowledge to text, but the concepts 
in the ontology are limited to a small fixed set. 
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Abstract

In this paper we describe the web and
mobile-phone interfaces to our multi-
language factoid question answering (QA)
system together with a prototype speech
interface to our English-language QA sys-
tem. Using a statistical, data-driven ap-
proach to factoid question answering has
allowed us to develop QA systems in five
languages in a matter of months. In the
web-based system, which is accessible
at http://asked.jp, we have com-
bined the QA system output with standard
search-engine-like results by integrating it
with an open-source web search engine.
The prototype speech interface is based
around a VoiceXML application running
on the Voxeo developer platform. Recog-
nition of the user’s question is performed
on a separate speech recognition server
dedicated to recognizing questions. An
adapted version of the Sphinx-4 recog-
nizer is used for this purpose. Once the
question has been recognized correctly it
is passed to the QA system and the re-
sulting answers read back to the user by
speech synthesis. Our approach is mod-
ular and makes extensive use of open-
source software. Consequently, each com-
ponent can be easily and independently
improved and easily extended to other lan-
guages.

1 Introduction

The approach to factoid question answering (QA)
that we adopt was first described in (Whittaker et
al., 2005b) where the details of the mathematical
model and how it was trained for English were
given. The approach has been successfully evalu-
ated in the 2005 text retrieval conference (TREC)
question answering track evaluations (Voorhees and
Trang Dang, 2005) where our group placed eleventh
out of thirty participants (Whittaker et al., 2005a).
Although the TREC QA task is substantially differ-
ent to web-based QA this evaluation showed that our
approach works and provides an objective assess-
ment of its quality. Similarly, for our Japanese lan-
guage system we have evaluated the performance of
our approach on the NTCIR-3 QAC-1 task (Whit-
taker et al., 2005c). Although our Japanese ex-
periments were applied retrospectively, the results
would have placed us in the mid-range of partici-
pating systems. In (Whittaker et al., 2006b) we de-
scribed how our approach could be used for the rapid
development of web-based QA systems in five very
different languages. It was shown that a developer
proficient with the tools, and with access to suitable
training data, could build a system in a new language
in around 10 hours. In (Whittaker et al., 2006a) we
evaluated the performance of the systems for four of
our five languages. We give a brief summary of our
approach to QA in Section 2.

In this paper we introduce our web-based
QA system which is publicly accessible at
http://asked.jp, permitting questions in En-
glish, Japanese, Chinese, Russian and Swedish and

288



is discussed in Section 3. Since answers in factoid
QA are inherently well-suited to display on small
screens we have also made a mobile-phone interface
which is accessible at the same address when using
an HTML browser from a mobile phone. This is dis-
cussed in Section 4. There are several other QA sys-
tems on the web including Brainboost (Brainboost,
2005) and Lexxe (Lexxe, 2005) but they only try to
answer questions in English and do not have conve-
nient mobile interfaces.

Entering whole questions rather than just key-
words is tedious especially on a mobile-phone so
we have also begun to look at speech interfaces. In
this paper we describe a prototype speech interface
to our English-language QA system. This prototype
is currently intended primarily as a platform for fur-
ther research into speech recognition and answering
of questions from an acoustic modelling point-of-
view (e.g. low-bandwidth, low-quality VoIP chan-
nel), from a language modelling perspective (e.g. ir-
regular word order in questions vs. text, and very
large out-of-vocabulary problem) and also in terms
of dialog modelling. There have been several at-
tempts at speech interfaces to QA systems in the lit-
erature e.g. (Schofield and Zheng, 2003) but as far
as we know ours is the only system that is publicly
accessible. We discuss this interface in Section 5.

2 Statistical pattern classification
approach to QA

The answer to a question depends primarily on the
question itself but also on many other factors such
as the person asking the question, the location of the
person, what questions the person has asked before,
and so on. For simplicity, we choose to consider
only the dependence of an answer � on the question�

. In particular, we hypothesize that the answer �
depends on two sets of features extracted from

�
:������� �
	

and � �
��� �
	
as follows:

��� ��� �
	 ����� ��� ��� � 	 � (1)

where
�

can be thought of as a set of ��� features
describing the “question-type” part of

�
such as

who, when, where, which, etc. and � is a set of fea-
tures comprising the “information-bearing” part of�

i.e. what the question is actually about and what

it refers to. For example, in the questions, Where
is Mount Everest? and How high is Mount Ever-
est? the information-bearing component is identical
in both cases whereas the question-type component
is different.

Finding the best answer �� involves a search over
all � for the one which maximizes the probability of
the above model:

�� �����! #"$�&%' ��� ��� ��� � 	)( (2)

This is guaranteed to give us the optimal answer
in a maximum likelihood sense if the probability dis-
tribution is the correct one. Making various condi-
tional independence assumptions to simplify mod-
elling we obtain the final optimisation criterion:

���! *"$�&%' ��� ���+� 	, -/. 0132546187925:<;)=>*?8@!25=
A ����� �&� 	, -/. 0B 76=C4D251>E?8@!2F=

(
(3)

The
��� �G�H� 	 model is essentially a language

model which models the probability of an answer
sequence � given a set of information-bearing fea-
tures � . It models the proximity of � to features in
� . This model is referred to as the retrieval model.

The
����� �I� 	 model matches an answer � with

features in the question-type set
�

. Roughly speak-
ing this model relates ways of asking a question with
classes of valid answers. For example, it associates
names of people or companies with who-type ques-
tions. In general, there are many valid and equiprob-
able � for a given

�
so this component can only

re-rank candidate answers retrieved by the retrieval
model. Consequently, we call it the filter model.

3 Web interface

The web-based interface to our QA systems has been
accessible at http://asked.jp since Decem-
ber 2005 and although still primarily a research sys-
tem and not widely advertised it attracts around five
unique users a day. Currently we do not perform
language detection for an input question so the user
must first select a language-specific system before
inputting a question in a language other than En-
glish.

In Figure 1 we show the results page for the ques-
tion “How high is Mount Everest?”. As can be seen
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the left-hand side of the page contains the familiar
title, link and summaries of pages relevant to the
query that is common to most of today’s web search
engines. These results are produced by an open-
source web search engine which is run locally and
currently contains about 100 million web-pages in
its database. Down the right-hand side of the results
page we present the answers that were found by our
QA system. These answers are presented in order
of probability as determined by Equation (3). When
the mouse is rolled over an answer a Java-script pop-
up box is displayed that shows more context for a
given answer. This allows the user to determine
more rapidly the validity of an answer and also par-
tially compensates for inaccurate answer identifica-
tion by the system. Each answer can also be clicked
on whereupon the user is redirected to the page from
which the answer was taken. This re-direction is ef-
fected through a redirect via our own web-server so
that for a given question we can see which answers
were clicked on. Eventually, it is hoped this could
be used for unsupervised system adaptation.

Figure 1: Results page for “How high is Mount Everest?”.

The same basic layout and design is repeated for
each of the five language-specific systems. In Fig-
ure 2 we show the results page for the Japanese ques-
tion of “What plant do Pandas eat?”.

The average response time to present the full re-
sults page for a question in each language is cur-
rently around 10 seconds. The web-search and QA
systems are run in parallel and the outputs combined
when both are complete.

Figure 2: Results page for “What plant do Pandas eat?” in
Japanese.

4 Mobile-phone interface

Since the priorities with a mobile-phone interface re-
volve around speed, display size and cost to the user,
the interface is basically a whittled down version of
the web-based interface described in the previous
section. The only requirement for being able to use
the mobile phone interface is that the phone must
contain an HTML browser. In countries like Japan
this has been fairly standard for many years but it is
expected that this will become more common world-
wide in the near future with the continued roll-out of
3G mobile phone services.

For the mobile-phone interface the standard web-
search results section has been removed entirely
from the results section and instead only the top 20
short answers are displayed without pop-up boxes
or corresponding context. Such a strategy mini-
mizes the number of bytes transmitted and ensures
that most answers are adequately displayed on most
mobile-phone interfaces with a minimum amount of
scrolling. Although not yet implemented we aim to
allow users to click on an answer and be taken to
the part of the page that contains the answer rather
than loading a whole page which could sometimes
be several megabytes in size.

5 Speech interface

Our implementation of the speech interface to the
QA system was greatly simplified by the avail-
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ability of the Voxeo developer platform1 which
provides free access, for development purposes,
to a VoiceXML browser running our application.
The application can be accessed through: (i)
a U.S. telephone number at (800) 289-5570
then PIN:9991423955; (ii) SIP VoIP clients
at (SIP:9991423955sip.voxeo.net); (iii)
Free World Dialup at (**86919991423955); and
(iv) SkypeOut at (+99000936 9991423955).

Since most VoiceXML applications are designed
for use with small vocabulary, rule-based gram-
mars we only use VoiceXML and Voxeo’s browser
to handle negotiation of the questions and answers
with the user through simple dialogs. The recog-
nition of the question itself is performed using a
dedicated large-vocabulary speech recognizer with a
language model (LM) trained on English-language
questions. The speech recognizer we use is the
open-source Sphinx-4 recognizer (Walker et al.,
2004) which runs in a server mode and has been
adapted to use more complex LMs than those per-
mitted by the default ARPA format word � -gram
LMs. Currently we use a linear interpolation of
a word and class-based trigram LM each of which
were trained on a large corpus of English-language
questions (Hallmarks, 2002)—the same data used to
train the English-language QA system (Whittaker et
al., 2005b).

6 Conclusion and Further work

Having recapped a basic overview of our statistical
approach to question answering (QA), in this paper
we have described the web and mobile-phone in-
terfaces to our multi-language QA system and how
they can be accessed. In addition, we have de-
scribed our first attempt at a prototype speech in-
terface which will be used as a platform for future
research. Eventually our aim is to make the QA per-
formance of the speech interface the same as that
obtained through the web and mobile-phone inter-
faces. This will be achieved through a combination
of acoustic, language and dialog model adaptation
on the speech side, and making the QA system more
robust to underspecified and errorful questions on
the QA side. We think these demonstration systems
show significant progress has already been made and

1http://www.voxeo.com/developers

give a hint of how information access to QA systems
might be achieved in the near future.
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ABSTRACT

This paper describes an automated system for assigning qual-
ity scores to recorded call center conversations. The system com-
bines speech recognition, pattern matching, and maximum entropy
classification to rank calls according to their measured quality.
Calls at both ends of the spectrum are flagged as “interesting” and
made available for further human monitoring. In this process, the
ASR transcript is used to answer a set of standard quality control
questions such as “did the agent use courteous words and phrases,”
and to generate a question-based score. This is interpolated with
the probability of a call being “bad,” as determined by maximum
entropy operating on a set of ASR-derived features such as “max-
imum silence length” and the occurrence of selected n-gram word
sequences. The system is trained on a set of calls with associated
manual evaluation forms. We present precision and recall results
from IBM’s North American Help Desk indicating that for a given
amount of listening effort, this system triples the number of bad
calls that are identified, over the current policy of randomly sam-
pling calls. The application that will be demonstrated is a research
prototype that was built in conjunction with IBM’s North Ameri-
can call centers.

1. INTRODUCTION

Every day, tens of millions of help-desk calls are recorded at call
centers around the world. As part of a typical call center operation
a random sample of these calls is normally re-played to human
monitors who score the calls with respect to a variety of quality
related questions, e.g.

• Was the account successfully identified by the agent?

• Did the agent request error codes/messages to help deter-
mine the problem?

• Was the problem resolved?

• Did the agent maintain appropriate tone, pitch, volume and
pace?

This process suffers from a number of important problems: first,
the monitoring at least doubles the cost of each call (first an opera-
tor is paid to take it, then a monitor to evaluate it). This causes the
second problem, which is that therefore only a very small sample
of calls, e.g. a fraction of a percent, is typically evaluated. The
third problem arises from the fact that most calls are ordinary and
uninteresting; with random sampling, the human monitors spend
most of their time listening to uninteresting calls.

This work describes an automated quality-monitoring system
that addresses these problems. Automatic speech recognition is
used to transcribe 100% of the calls coming in to a call center,
and default quality scores are assigned based on features such as

key-words, key-phrases, the number and type of hesitations, and
the average silence durations. The default score is used to rank
the calls from worst-to-best, and this sorted list is made available
to the human evaluators, who can thus spend their time listening
only to calls for which there is some a-priori reason to expect that
there is something interesting.

The automatic quality-monitoring problem is interesting in
part because of the variability in how hard it is to answer the ques-
tions. Some questions, for example, “Did the agent use courteous
words and phrases?” are relatively straightforward to answer by
looking for key words and phrases. Others, however, require es-
sentially human-level knowledge to answer; for example one com-
pany’s monitors are asked to answer the question “Did the agent
take ownership of the problem?” Our work focuses on calls from
IBM’s North American call centers, where there is a set of 31 ques-
tions that are used to evaluate call-quality. Because of the high de-
gree of variability found in these calls, we have investigated two
approaches:

1. Use a partial score based only on the subset of questions
that can be reliably answered.

2. Use a maximum entropy classifier to map directly from
ASR-generated features to the probability that a call is bad
(defined as belonging to the bottom 20% of calls).

We have found that both approaches are workable, and we present
final results based on an interpolation between the two scores.
These results indicate that for a fixed amount of listening effort,
the number of bad calls that are identified approximately triples
with our call-ranking approach. Surprisingly, while there has been
significant previous scholarly research in automated call-routing
and classification in the call center , e.g. [1, 2, 3, 4, 5], there has
been much less in automated quality monitoring per se.

2. ASR FOR CALL CENTER TRANSCRIPTION

2.1. Data

The speech recognition systems were trained on approximately
300 hours of 6kHz, mono audio data collected at one of the IBM
call centers located in Raleigh, NC. The audio was manually tran-
scribed and speaker turns were explicitly marked in the word tran-
scriptions but not the corresponding times. In order to detect
speaker changes in the training data, we did a forced-alignment of
the data and chopped it at speaker boundaries. The test set consists
of 50 calls with 113 speakers totaling about 3 hours of speech.

2.2. Speaker Independent System

The raw acoustic features used for segmentation and recognition
are perceptual linear prediction (PLP) features. The features are
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Segmentation/clustering Adaptation WER
Manual Off-line 30.2%
Manual Incremental 31.3%
Manual No Adaptation 35.9%

Automatic Off-line 33.0%
Automatic Incremental 35.1%

Table 1. ASR results depending on segmentation/clustering and
adaptation type.

Accuracy Top 20% Bottom 20%
Random 20% 20%

QA 41% 30%

Table 2. Accuracy for the Question Answering system.

mean-normalized 40-dimensional LDA+MLLT features. The SI
acoustic model consists of 50K Gaussians trained with MPE and
uses a quinphone cross-word acoustic context. The techniques are
the same as those described in [6].

2.3. Incremental Speaker Adaptation

In the context of speaker-adaptive training, we use two forms
of feature-space normalization: vocal tract length normalization
(VTLN) and feature-space MLLR (fMLLR, also known as con-
strained MLLR) to produce canonical acoustic models in which
some of the non-linguistic sources of speech variability have been
reduced. To this canonical feature space, we then apply a discrim-
inatively trained transform called fMPE [7]. The speaker adapted
recognition model is trained in this resulting feature space using
MPE.

We distinguish between two forms of adaptation: off-line and
incremental adaptation. For the former, the transformations are
computed per conversation-side using the full output of a speaker
independent system. For the latter, the transformations are updated
incrementally using the decoded output of the speaker adapted sys-
tem up to the current time. The speaker adaptive transforms are
then applied to the future sentences. The advantage of incremental
adaptation is that it only requires a single decoding pass (as op-
posed to two passes for off-line adaptation) resulting in a decoding
process which is twice as fast. In Table 1, we compare the per-
formance of the two approaches. Most of the gain of full offline
adaptation is retained in the incremental version.

2.3.1. Segmentation and Speaker Clustering

We use an HMM-based segmentation procedure for segmenting
the audio into speech and non-speech prior to decoding. The rea-
son is that we want to eliminate the non-speech segments in order
to reduce the computational load during recognition. The speech
segments are clustered together in order to identify segments com-
ing from the same speaker which is crucial for speaker adaptation.
The clustering is done via k-means, each segment being modeled
by a single diagonal covariance Gaussian. The metric is given by
the symmetric K-L divergence between two Gaussians. The im-
pact of the automatic segmentation and clustering on the error rate
is indicated in Table 1.

Accuracy Top 20% Bottom 20%
Random 20% 20%

ME 49% 36%

Table 3. Accuracy for the Maximum Entropy system.

Accuracy Top 20% Bottom 20%
Random 20% 20%

ME + QA 53% 44%

Table 4. Accuracy for the combined system.

3. CALL RANKING

3.1. Question Answering

This section presents automated techniques for evaluating call
quality. These techniques were developed using a train-
ing/development set of 676 calls with associated manually gen-
erated quality evaluations. The test set consists of 195 calls.

The quality of the service provided by the help-desk represen-
tatives is commonly assessed by having human monitors listen to
a random sample of the calls and then fill in evaluation forms. The
form for IBM’s North American Help Desk contains 31 questions.
A subset of the questions can be answered easily using automatic
methods, among those the ones that check that the agent followed
the guidelines e.g.

• Did the agent follow the appropriate closing script?

• Did the agent identify herself to the customer?

But some of the questions require human-level knowledge of the
world to answer, e.g.

• Did the agent ask pertinent questions to gain clarity of the
problem?

• Were all available resources used to solve the problem?

We were able to answer 21 out of the 31 questions using pat-
tern matching techniques. For example, if the question is “Did
the agent follow the appropriate closing script?”, we search for
“THANK YOU FOR CALLING”, “ANYTHING ELSE” and
“SERVICE REQUEST”. Any of these is a good partial match for
the full script, “Thank you for calling, is there anything else I can
help you with before closing this service request?” Based on the
answer to each of the 21 questions, we compute a score for each
call and use it to rank them. We label a call in the test set as being
bad/good if it has been placed in the bottom/top 20% by human
evaluators. We report the accuracy of our scoring system on the
test set by computing the number of bad calls that occur in the
bottom 20% of our sorted list and the number of good calls found
in the top 20% of our list. The accuracy numbers can be found in
Table 2.

3.2. Maximum Entropy Ranking

Another alternative for scoring calls is to find arbitrary features in
the speech recognition output that correlate with the outcome of a
call being in the bottom 20% or not. The goal is to estimate the
probability of a call being bad based on features extracted from
the automatic transcription. To achieve this we build a maximum
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Fig. 1. Display of selected calls.

entropy based system which is trained on a set of calls with asso-
ciated transcriptions and manual evaluations. The following equa-
tion is used to determine the score of a call C using a set of N
predefined features:

P (class/C) =
1

Z
exp(

N
X

i=1

λifi(class, C)) (1)

where class ∈ {bad, not − bad}, Z is a normalizing factor, fi()
are indicator functions and {λi}{i=1,N} are the parameters of the
model estimated via iterative scaling [8].

Due to the fact that our training set contained under 700 calls,
we used a hand-guided method for defining features. Specifi-
cally, we generated a list of VIP phrases as candidate features,
e.g. “THANK YOU FOR CALLING”, and “HELP YOU”. We
also created a pool of generic ASR features, e.g. “number of hes-
itations”, “total silence duration”, and “longest silence duration”.
A decision tree was then used to select the most relevant features
and the threshold associated with each feature. The final set of fea-
tures contained 5 generic features and 25 VIP phrases. If we take a
look at the weights learned for different features, we can see that if
a call has many hesitations and long silences then most likely the
call is bad.

We use P (bad|C) as shown in Equation 1 to rank all the calls.
Table 3 shows the accuracy of this system for the bottom and top
20% of the test calls.

At this point we have two scoring mechanisms for each call:
one that relies on answering a fixed number of evaluation ques-
tions and a more global one that looks across the entire call for
hints. These two scores are both between 0 and 1, and therefore
can be interpolated to generate one unique score. After optimizing
the interpolation weights on a held-out set we obtained a slightly
higher weight (0.6) for the maximum entropy model. It can be
seen in Table 4 that the accuracy of the combined system is greater
that the accuracy of each individual system, suggesting the com-
plementarity of the two initial systems.

4. END-TO-END SYSTEM PERFORMANCE

4.1. Application

This section describes the user interface of the automated quality
monitoring application. As explained in Section 1, the evalua-

Fig. 2. Interface to listen to audio and update the evaluation form.

tor scores calls with respect to a set of quality-related questions
after listening to the calls. To aid this process, the user interface
provides an efficient mechanism for the human evaluator to select
calls, e.g.

• All calls from a specific agent sorted by score

• The top 20% or the bottom 20% of the calls from a specific
agent ranked by score

• The top 20% or the bottom 20% of all calls from all agents

The automated quality monitoring user interface is a J2EE web
application that is supported by back-end databases and content
management systems 1 The displayed list of calls provides a link
to the audio, the automatically filled evaluation form, the overall
score for this call, the agent’s name, server location, call id, date
and duration of the call (see Figure 1). This interface now gives
the agent the ability to listen to interesting calls and update the
answers in the evaluation form if necessary (audio and evaluation
form illustrated in 2). In addition, this interface provides the eval-
uator with the ability to view summary statistics (average score)
and additional information about the quality of the calls. The over-
all system is designed to automatically download calls from mul-
tiple locations on a daily-basis, transcribe and index them, thereby
making them available to the supervisors for monitoring. Calls
spanning a month are available at any given time for monitoring
purposes.

4.2. Precision and Recall

This section presents precision and recall numbers for the
identification of “bad” calls. The test set consists of 195 calls that
were manually evaluated by call center personnel. Based on these
manual scores, the calls were ordered by quality, and the bottom
20% were deemed to be “bad.” To retrieve calls for monitoring,
we sort the calls based on the automatically assigned quality score
and return the worst. In our summary figures, precision and recall
are plotted as a function of the number of calls that are selected
for monitoring. This is important because in reality only a small
number of calls can receive human attention. Precision is the ratio

1In our case, the backend consists of DB2 and IBM’s Websphere Infor-
mation Integrator for Content and the application is hosted on Websphere
5.1.)
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Fig. 3. Precision for the bottom 20% of the calls as a function of
the number of calls retrieved.
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Fig. 4. Recall for the bottom 20% of the calls.

of bad calls retrieved to the total number of calls monitored, and
recall is the ratio of the number of bad calls retrieved to the total
number of bad calls in the test set. Three curves are shown in each
plot: the actually observed performance, performance of random
selection, and oracle or ideal performance. Oracle performance
shows what would happen if a perfect automatic ordering of the
calls was achieved.

Figure 3 shows precision performance. We see that in the
monitoring regime where only a small fraction of the calls are
monitored, we achieve over 60% precision. (Further, if 20% of
the calls are monitored, we still attain over 40% precision.)

Figure 4 shows the recall performance. In the regime of low-
volume monitoring, the recall is midway between what could be
achieved with an oracle, and the performance of random-selection.

Figure 5 shows the ratio of the number of bad calls found with
our automated ranking to the number found with random selection.
This indicates that in the low-monitoring regime, our automated
technique triples efficiency.

4.3. Human vs. Computer Rankings
As a final measure of performance, in Figure 6 we present a
scatterplot comparing human to computer rankings. We do not
have calls that are scored by two humans, so we cannot present a
human-human scatterplot for comparison.

5. CONCLUSION

This paper has presented an automated system for quality moni-
toring in the call center. We propose a combination of maximum-
entropy classification based on ASR-derived features, and question
answering based on simple pattern-matching. The system can ei-
ther be used to replace human monitors, or to make them more
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Fig. 5. Ratio of bad calls found with QTM to Random selection as
a function of the number of bad calls retrieved.
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Fig. 6. Scatter plot of Human vs. Computer Rank.

efficient. Our results show that we can triple the efficiency of hu-
man monitors in the sense of identifying three times as many bad
calls for the same amount of listening effort.
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