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Abstract To demonstrate the ubiquity of this phenomenon,

we asked the aforementioned two questions to sev-
eral QA systems on the web, including LCC’s Pow-
erAnswer system MIT’s START systen? Answer-
Bus? and Ask Jeeves. All systems exhibited dif-
ferent behavior for the two phrasings of the ques-
tion, ranging from minor variations in documents
presented to justify an answer, to major differences
such as the presence of correct answers in the answer
list. For some systems, the more complex question
form posed sufficient difficulty that they chose not
to answer it.

In this paper we focus on investigating a high risk
but potentially high payoff approach, that of improv-
ing system performance lgplacing the user ques-

In a typical Question Answering system, an inpution with a paraphrased version of it. To obtain can-
question is analyzed to formulate a query to redidate paraphrases, we adopt a simple yet powerful
trieve relevant documents from a target corpus (Chyechnique based on machine translation, which we
Carroll et al., 2006; Harabagiu et al., 2006; Sujescribe in the next section. Our experimental re-
et al., 2006). This analysis of the input questiorsyits show that we can potentially achieve a 35% rel-
affects the subset of documents that will be examgtive improvement in system performance if we have
ined and ultimately plays a key role in determiningan oracle that always picks the optimal paraphrase
the answers the system chooses to produce. Hofgr each question. Our ultimate goal is to automat-
ever, most existing QA systems, whether they adoptally select from the set of candidates a high po-
knowledge-based, statistical, or hybrid methods, ak@ntial paraphrase using a component trained against
very sensitive to small variations in the questionhe QA system. In Section 3, we present our ini-
form, often yielding substantially different answersijal approach to paraphrase selection which shows
for questions that are semantically equivalent. Fahat, despite the tremendous odds against selecting
example, our system’s answer‘dwho invented the performance-improving paraphrases, our conserva-
telephone?” is “Alexander Graham Bell;” how-  tive selection algorithm resulted in marginal im-

ever, its top answer to a paraphrase of the aboygovement in system performance.
guestion“Who is credited with the invention of the

telephone?” is “Gutenberg,” who is credited with BT o

the invention of the printing press, whilAlexander NEtp:/ /v | anguagecomput er. cont derros
. . : ) ) . http://start.csail.mt.edu

Graham Bell;"who is credited with the invention of  3pt: /7w answer bus. com

the telephone, appears in rank four. “http: // v, ask. com

State-of-the-art Question Answering (QA)

systems are very sensitive to variations
in the phrasing of an information need.

Finding the preferred language for such

a need is a valuable task. We investi-

gate that claim by adopting a simple MT-

based paraphrasing technique and evalu-
ating QA system performance on para-

phrased questions. We found a potential
increase of 35% in MRR with respect to

the original question.

1 Introduction
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What toxins are most Which toxins are more

. Che tossine sono piu peri:
(A) hazardous to expectant en—it PIUPET: L en dangerous to the preg-
colose alle donne incinte*

mothers? nant women?

Find out about India's Descubra sobre el pro- Discover on theprogram
(B) nuclear weapons pro- en—es grama de las armas nues—en of the nuclear weapons

gram. cleares de la India. of India.

Figure 1: Example of lexical and syntactical paraphrasadWi-paraphrasing using Babelfish.

2 MT-Based Automatic Paraphrasing Ql

To measure the impact of paraphrases on QA sy e, e,
tems, we seek to adopt a methodology by whicl w | reature [ |Paraphrase | _pwwmse | qea
paraphrases can be automatically generated from™ "= - | T s e
user question. Inspired by the use of parallel trang e, e,
lations to mine paraphrasing lexicons (Barzilay and l
McKeown, 20_01) apd the use of MT engines for Figure 2: System Architecture. Answer List
word sense disambiguation (Diab, 2000), we lever-
age existing machine translation systems to generate
semantically equivalent, albeit lexically and syntactered out to reduce negative impact on performance.
tically distinct, questions. ) _ o

Figure 1 (A) illustrates how MT-based paraphrasS USing Automatic Paraphrasing in
ing captures lexical paraphrasing, ranging from ob- Question Answering
taining simple synonyms such dmzardousand
dangerousto deriving more complex equivalent

e use a generic architecture (Figure 2) that treats
a QA system as a black box that is invoked after a
phrases such _qsxpectanF motheand p_regnant paraphrase generation module, a feature extraction
woman In addltl_on to Iex_lcal paraphrasing, Somemodule, and a paraphrase selection module are exe-
two-way translations achieve StI’L.JCtu.I’a| paraphrags ioq The preprocessing modules identifies a para-
Ing, a_s |IIustr§ted by the e?<ample in Figure 1 (B). phrase of the original question, which could be the

Using multiple MT engines can help paraphrasg,estion itself, to send as input to the QA system.
diversity. For example, in Figure 1 (B), if we use thep key advantage of treating the core QA system as
@promt translatSr for English-to-Spanish transla- a black box is that the preprocessing modules can

t?on and Babellfis?l for Spanish-to-English transla- o easily applied to improve the performance of any
tion, we get“Find out on the nuclear armament QA system’
program of India” where both lexical and struc- — \ye gescribed the paraphrase generation module

tural paraphrasings are observed. inthe previous section and will discuss the remain-
The motivation of generating an array of lexicallying two modules below.

and structurally distinct paraphrases is that some of

these paraphrases may better match the processipture Extraction Module. For each possible
capabilities of the underlying QA system than thédaraphrase, we compare it against the original ques-
0rigina| question and are thus more ||ke|y to pro_tion and Compute the features shown in Table 1.
duce correct answers. Our observation is that whilEhese are a subset of the features that we have ex-
the paraphrase set contains valuable performandeerimented with and have found to be meaningful
improving phrasings, it also includes a large numfor the task. All of these features are required in or-

ber of ungrammatical sentences which need to be fif- “In our earlier experiments, we adopted an approach that
_— ' combines answers to all paraphrases through voting. These e
Shtt p: // www. onl i ne-transl at or. com periments proved unsuccessful: in most cases, the answes to

6htt p: // babel fi sh. al tavi sta. com original question was amplified, both when right and wrong.
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Feature Description Intuition

Sum The sum of the IDF scores for all terms Jnparaphrases with more informative terms for

IDF the original question and the paraphrase, the corpus at hand should be preferred.

Lengths Number of query terms for each of the paraae expect QA systems to prefer shorter para-
phrase and the original question. phrases.

Cosine The distance between the vectors of DOtertain paraphrases diverge too much from the

Distance guestions, IDF-weighted. original.

Answer Whether answer types, as predicted by P@hoosing a paraphrase that does not share an

Types question analyzer, are the same or overlapanswer type with the original question is risky.

Table 1: Our features, computed for each paraphrase by ¢orgpbagainst the original question.

der not to lower the performance with respect to thd Experimental Results

original question. They are ordered by their relative _ _
contributions to the error rate reduction. We trained the paraphrase selection module us-

ing our QA system, PIQUANT (Chu-Carroll et al.,
Paraphrase Selection Module. To select a para- 2006). Our target corpus is the AQUAINT corpus,

phrase, we used JRip, the Java re-implementation Bf?Ployed in the TREC QA track since 2002.

ri pper (Cohen, 1996), a supervised rule learner in AS for MT engines, we employed Babelfish
the Weka toolkit (Witten and Frank, 2000). and Google M rule-based systems developed by
SYSTRAN and Google, respectively. We adopted

We initially fo_rr_nulz_alted paraphras_e selection as ?]ifferent MT engines based on the hypothesis that
three-way classification problem, with an attempt to

o " ] differences in their translation rules will improve the
label each paraphrase as being “worse,” the “same : :
éffectiveness of the paraphrasing module.

or “better” than the original question. Our objective .
To measure performance, we trained and tested by

was toreplace the original question with a para- L .
phrase Ie;pbeled “bette?” H%wever the prioprs fm;:ross—valldanon over 712 questions from the TREC

these classes are roughly 30% for “worse,” 65% fo? and 10 datasets. We paraphrased the questions us-
ssame.” and 5% for “better”. Our empirical Vi ing the four possible combinations of MT engines

dence shows that successfully pinpointing a“betterv’vIth up to 11 intermediate languages, obt_alnlng a
al of 15,802 paraphrases. These questions were

paraphrase improves, on average, the reciprocal ra{ﬁl fod t ; q luated TREC
for a question by 0.5, while erroneously picking a en ted to our system and evaluated per an-

“worse” paraphrase results in a 0.75 decrease. Thate key. We obtained a baseline MRR (top five

is to say, errors are 1.5 times more costly than Sug_nswers) of 0.345 running over the original ques-

. . . ; fions. An oracle run, in which the best paraphrase
cesses (and five times more Ilkely_)._ This scenar or the original question) is always piclfed \E)vould
strongly suggests that & high precision algorithm Iyield a MRR of 0.48. This potential increase is sub-
critical for this component to be effective. . T :

, p , « _stantial, taking into account that a 35% improve-
To Increase precision, we tqo two ste_p_s. I:'rStment separated the tenth participant from the sec-
we trained a cascade of two binary classifiers. The, i TREC-9. Our three-fold cross validation us-
f|r_st one_classn‘les "worse” versus “same or _better,i’ng the features and algorithm described in Section 3
with a bias for “worse.” The second classifier ha?/ielded a MRR of 0.347. Over 712 questions, it re-
c!asses "WOrse or same” versus “better," now with ﬁlaced 14, two of which improved performance, the
bias towards “better.” The second step is to constrain, ., stayed the same. On the other hand, random

the confidence of the classifier an_d only accept pargye fion of paraphrases decreased performance to
phrases where the second classifier has a _100% CY156, clearly showing the importance of selecting a
fidence. These steps are necessary to avoid decreaéad paraphrase

ing performance with respect to the original ques-
tion, as we will show in the next section. 8http://transl ate. googl e. com
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5 Related Work In future work, we are interested in developing
. , ffective filtering techniques to reduce our candidate

Most of the work in _QA and paraphrasmg focusgoﬁet to a small number of high precision paraphrases,
) . th experimenting with state-of-the-art paraphrasers,
analyzer or the answer locator (Rinaldi et al., 2003(,;lnd in using paraphrasing to improve the stability of
Tomuro, 2003). Our work, on the contrary, focuse§he QA system.
on question paraphrasing as an external component,
independent of the QA system architecture. Acknowledgments
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