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Abstract

Currently information architectscreatemeta-
datacategory hierarchiesnanually We present
a nearly-automatedipproactor deriving such
hierarchiesby corvertingthelexical hierarcly
WordNetinto aformatthatreflectsthecontents
of atargetinformation collection. We usethe
term “nearly-automated’becausean informa-
tion architectshouldhave to make only small
adjustmentso produceanacceptablenetadata
structure.We contrastthe resultswith analgo-
rithm thatusedexical co-occurrencstatistics.

1 Introduction

Human-readablénierarchiesof category metadataare
neededor a wide rangeof information-centricapplica-
tions, including information architecturedor web sites
(RosenfeldandMorville, 2002)andmetadatdor brows-
ing imageanddocumentollections(Yeeetal., 2003).

In the information architecturecommunity methods
for creationof content-orientednetadataendto be al-
most entirely manual (Rosenfeldand Morville, 2002).
Thestandargroceduras to gatherlists of termsfrom ex-
isting resourcesandorganizethemby selectingmeiging
andaugmentinghe termlists to producea setof hierar
chical catgyory labels. Usually the metadatacategories
are usedas labelswhich are assignedmanuallyto the
itemsin thecollection.

We adwocateinsteada nearly-automatedapproacho
building hierarchicalsubjectcateyory metadatawhere
suggestiondor metadataterms are automaticallygen-
eratedand groupedinto hierarchiesand then presented
to informationarchitectdor limited pruningandediting.
To betruly useful,thesesuggestedjroupingsshouldbe
closeto thefinal product;if theresultsaretoo scattereda
simplelist of the mostwell-distributedtermsis probably
more useful (a similar phenomenoris seenin machine-
aidedtranslationsystemgChurchandHovy, 1993)).

More specifically we aim to develop algorithmsfor
generatingcategory setsthat (a) areintuitive to the tar-
getaudiencenho will be browsinga web site or collec-
tion, (b) reflectthe contentsof the collection,and(c) al-
low for (nearly) automatecassignmenbof the categories
to theitemsin the collection.

For acatgyory systento beintuitive, moderninforma-
tion sciencepracticefinds thatit shouldconsistof a set
of I1S-A (hyperrym) hierarchie$, from which multiple
labelscanbe selectedand assignedo an item, follow-
ing the tenantsof facetedclassification(Rosenfeldand
Morville, 2002;Yeeetal., 2003).For example,amedical
journal article will often simultaneoushhave termsas-
signedto it from anatomydiseaseanddrug cateyory hi-
erarchies Furthermoreusability studiessuggesthatthe
hierarchiesshouldnot be overly deepnor overly wide,
and preferablyshould have concae structure(meaning
broaderat the root and leaves, narraver in the middle)
(Bernard,2002).

Previouswork onautomateanethodshasprimarily fo-
cusedon usingclusteringtechniqueswhich have the ad-
vantageof beingautomatedinddata-drven. However, a
major problemwith clusteringis thatthe groupingsshav
termsthat are associated with one anothey ratherthan
hierarchicalparent-childrelations. Studiesindicatethat
userspreferorganizedcategoriesover associationatlus-
ters(Chenetal., 1998;Prattetal., 1999).

We have testedseveralapproachesncludingK-means
clustering, subsumption(Sandersorand Croft, 1999),
computinglexical co-occurrencegSchutze,1993) and
building on the WordNet lexical hierarcly (Fellbaum,
1998). We have foundthatthe latter producedy far the
mostintuitive groupingghatwould beusefulfor creation
of a re-usable human-readableateyory structure. Al-
thoughtheideaof usingaresourcdik e WordNetfor this
type of applicationseemgratherobvious, to our knowl-
edgeit hasnotbeenusedto createsubject-orientedneta-
datafor browsing. This maybein partbecausét is very

Part-of (merorymy) relationsarealsointuitive, but arenot
consideredhere.



large and the word sensesare assumedo be too fine-
grained(Mihalceaand Moldovan, 2001),or its structure
is assumedo beinappropriate.

However, we have found that, for somecollections,
startingwith the assumptionthat therewill be a small
amountof hand-editingdone after the automatedpro-
cessing,combinedwith a bottom-upapproachthat ex-
tractsout thosepartsof the hyperrym hierarcly thatare
relevant to the collection, and a compressioralgorithm
thatsimplifiesthe hierarchicalstructure we canproduce
astructurethatis closeto thetargetgoals.

Below we describerelatedwork, the methodfor con-
verting WordNetinto a moreusableform, andtheresults
of usingthealgorithmon a testcollection.

2 Reated Work

Therehasbeensurprisinglylittle work on preciselythe
problemthatwe tacklein this paper Theliteratureon au-
tomatedext cateyorizationis enormousbut assumethat
a setof categyorieshasalreadybeencreatedwhereaghe
problemhereis to determinethe categoriesof interest.
Therehasalso beenextensie work on finding synory-
moustermsandword associationsaswell asautomatic
acquisitionof IS-A (or genus-headjelationsfrom dic-
tionary definitions and glosses(Klavans and Whitman,
2001)andfrom freetext (Hearst,1992;Caraballo,1999).
Sandersorand Croft (1999) proposea methodcalled
subsumption for building a hierarcly for a setof docu-
mentsretrieved for a query For two termsx andy, x
is said to subsumey if the following conditionshold:
P(z|y) > 0.8, P(y|z) < 1. The evaluationconsisted
of askingpeopleto definetherelationthatholdsbetween
the pairs of words shavn; only 23% of the pairs were
foundto hold a parent-childrelation;49%werefoundto
fall into a moregeneralrelated-tocategory. For a setof
medicaltexts, the top level consistedof the terms: dis-
ease, post polio, serious disease, dengue, infection con-
trol, immunology, etc. Thiskind of listing is not system-
aticenoughto appeaon a navigationpagefor awebsite.
Lawrie et al. (2001)uselanguagemodelsto produce
summarief text collections. The resultsare also as-
sociational; for example, the top level for a query on
“Abusesof Email” are abuses, human, States Act, and
Nursing Home Abuses, andthe secondevel underabuses
is e-mail, send, Money, Fax, account, address, Internet,
etc. Theseagnin aretoo scatteredo be appropriatefor a
human-readablidex into adocumentollection.
Hofmann(1999) usesprobabilisticdocumentcluster
ing to imposetopic hierarchies. For a collection of ar
ticles from the journal Machine Learning, the top level
clusteris labeledlearn, paper, base, model, new, train
andthe secondevel clustersarelabeledprocess, experi,
knowledge, develop, inform, design andalgorithm, func-
tion, present, result, problem, model. We would prefer

somethingmorelike the ACM classificatiorhierarcly.

The Word Spacealgorithm (Schutze, 1993) useslin-
earregressionon term co-occurrencestatisticsto create
groupsof semanticallyrelatedwords. For every word, a
contet vectoris computedor every positionat which it
occursin text. A vectoris definedasthe sumof all four-
gramsin a window of 1001 fourgramscenteredaround
theword. Cosinedistances usedto computethe similar-
ity betweenword vectors.

Probablythe closestwork to thatdescribechereis the
SONIA system(Sahamiet al., 1998)which useda com-
bination of unsupervisednd supervisednethodsto or-
ganize a set of documents. The unsupervisednethod
(documentlustering)imposesaninitial organizationon
apersonalnformationcollectionwhich theusercanthen
modify. Theresultingorganizationis thenusedto traina
supervisedext catayorizationalgorithmwhich automati-
cally classifiemen documents.

3 Method

WordNetis a manuallybuilt lexical systemwherewords
areorganizedinto synorym sets(synsets)inked by dif-

ferentrelations(Fellbaum,1998). It canbe viewed asa
hugegraph,wherethe synsetsarethe nodesandthe re-
lationsarethe links. Our algorithmfor corvertingit to
createmetadatecategoriesfor information organization
andbrowsing consistf the following steps:

1. Selectrepresentatie wordsfrom the collection.

2. Getthe WordNethyperrym pathsfor one senseof
eachselectedvord.

3. Build atreefrom thehyperrym paths.

4. Compresghetree.

3.1 Select Representative Words

To malke the hierarcly size manageableywe selectonly
a subsebf the wordsthatareintendedto bestreflectthe
topicscoveredin thedocumentgalthoughin principlethe
methodcanbeusedonall of thewordsin thecollection).
The criteriafor choosingthe targetwordsis informa-
tion gain (Mitchell, 1997).Definethe setW to beall the
uniquewordsin thethe documentset D. Let the distri-
bution of aword w bethenumberof documentsn D that
theword occursin. Initially, thewordsin W areordered
accordingto their distribution in the entirecollection D.
At eachiteration,the highest-scoringvord w is addecdto
aninitially-empty set S andremoved from W, andthe
documentoveredby w areremovedfrom D. Thepro-
cessrepeatauntil nomoredocumentsareleft in D.

3.2 Get Hypernym Paths

For everywordin S, we obtainthe hyperrym pathof the
word from WordNet. In the currentimplementationwe
take the hyperrym for the first senseof the word only,
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Figurel: Building a hierarclty from WordNet. (a) The hyperrym pathfor word red, and(b) blue. (c) Combiningthe
pathsof wordsred andblue, (d) The uncompactedreefor wordsred, blue andgreen, (e) The pathaftereliminating
parentswith lessthantwo children,and(f) aftereliminatingchildrenwith nameincludedin parents name.

whichis usuallythe mostgeneral (In thefuture,we plan

to explore how to disambiguatdetweersensedasecn

the contet in which the word appearsn the document;
seeDiscussion.)Figures1(a) and 1(b) shav the hyper

nym pathsfor wordsred andblue.

3.3 BuildtheTree

Next we take the union of the hyperrym pathsof all
wordsin setS obtainingatree,asshavn in Figure1(c).

34 CompresstheTree

The hyperrym pathlengthvarieswidely in WordNet,so
we compresshetreeusingthreerules:

1. Eliminateselectedop-level (verygeneralcatagories like
abstraction, entity.

2. Startingfrom theleaves,eliminatea parentthathasfewer
thann children,unlessthe parentis theroot.

3. Eliminateachild whosenameappearsvithin theparents.

For example,considerthe treein Figure 1(d) andas-
sumethatn = 2 (eliminateparentsthathave fewer than
two children). Startingfrom theleaves,by applyingRule
2, nodesred, redness, blue, blueness, andgreen, green-
ness, areeliminatedsincethey have only onechild. Fig-
urel(e)shawstheresultingtree.Next, by applyingRule
3, nodechromatic color is eliminated,sinceit contains
theword color which alsoappearsn the nameof its par
ent. The final tree presentedn Figure 1(f) producesa
structurethat is likely to be a goodlevel of description
for aninformationarchitecture.

Mihalcea and Moldovan (2001) describea sophisti-
catedmethodfor simplifying WordNet,focusingoncom-
bining synsetswith very similar meaningsor dropping
rarely usedsynsets.Their rulesinclude what we define
abore as Rule 3. However, they focus on simplifying
WordNetin general ratherthantailoring it to a specific
collection,andfocuson NLP applicationghatarelikely
to make useof every senseof a WordNetword. Never-
thelessjt maybe usefulto explore usingtheir simplified
versionof WordNetin future.

4 Reaults

We experimentedwith a collection of descriptionsof
approximately35, 000 art documentscontainingabout
23, 000 uniquewords? Somesampledocumentsire:

A French soldier clings to tree branches as a wolf
stands beneath the tree.

A Greek trellis with lonic columns, meander cross-
ing diagonally; few vines; trees background; trellis
isinacircle.

The descriptionsare preprocessety eliminating fre-
guentwordsfrom a stoplist. Informationgainis usedto
selecttarget words, in this caseresultingin 849 words.
Figure 2 shaws partial resultsobtainedusing the Word-
Net algorithm (wherecompressiorreducedthe number
of nodesby 90%) andWord SpacgSchutze1993).

Note thatthe WordNet-base@rganizationis intuitive,
butif notexactly whatthe designemwants,shouldbeeasy
to adjust. For example,a designermay preferto have
a “nature” categyory that combinesthe subcatgories of
“geological formation? “body of water” and“vascular
plant”. Someterminologymay alsoneedrenaming,but
notethatWordNetalsoprovidesthesaurusermsthatcan
be usedin anunderlyingsearchengine.Word Spacepy
contrastproducesassociationallyelatedterms.

5 Discussion and Future Work

We adwocatethe useof an existing rich lexical resource
for the nearly-automatedreationof hierarchicakubject-
orientedmetadatédor information browsing and naviga-
tion. We have createdexamplesthat shav that a mod-
ified versionof WordNet can producea useful starting
point for information organizationprojects. Thesehave
theaddedadwantageof producingautomatedssignments
of multiple labelsto documentsWe planto augmenthe
processingvith more intelligent selectionof hyperrym

2This collectionis alsousedin (Yeeetal., 2003).
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Figure2: Comparisorof partialresultsusing(a) WordNetand(b) Word Space.

sensesaswell asprocessinghe descriptiongo extract
nouncompoundsanddifferentiatenounsfrom verbs.The
methodalsoworked well on a setof biomedicaljournal
titles; we arein theproces®f determininghow generally
applicablethe approactis. In addition,we arecurrently
designingusability studiesin which we will presendif-

ferent categorization suggestiongo information archi-
tectsto organize. Their subjectve reactionsthe amount
of time it takesthemto createthe organizationsandthe
resulting quality and coverageof the organizations,as
measuredy usersperformingnavigationtasksusingthe
hierarchieswill be comparedo othertechniques.
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