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Abstract

There are alot of differences between expres-
sions used in written language and spoken lan-
guage. It isone of the reasons why speech syn-
thesis applications are prone to produce unnat-
ural speech. This paper represents a method
of paraphrasing unsuitable expressions for spo-
ken language into suitable ones. Those two
expressions can be distinguished based on the
occurrence probability in written and spoken
language corpora which are automatically col-
lected from the Web. Experimental resultsindi-
cated the effectiveness of our method. The pre-
cision of the collected corpora was 94%, and
the accuracy of learning paraphrases was 76 %.

1 Introduction

Information can be provided in various forms, and one of
them is speech form. Speech form is familiar to humans,
and can convey information effectively (Nadamoto et al.,
2001; Hayashi et al., 1999). However, little electronic
information is provided in speech form so far. On the
other hand, thereis alot of information in text form, and
it can be transformed into speech by a speech synthesis.
Therefore, alot of attention has been given to applications
which uses speech synthesis, for example (Fukuhara et
al., 2001).

In order to enhance such applications, two problems
need to be resolved. Thefirst is that current speech syn-
thesis technology is still insufficient and many applica-
tions often produce speech with unnatural accents and in-
tonations. The second oneis that there are alot of differ-
ences between expressions used in written language and
spoken language. For example, Ohishi indicated that dif-
ficult words and compound nouns are more often used in
written language than in spoken language (Ohishi, 1970).
Therefore, the applications are prone to produce unnatu-
ral speech, if their input isin written language.

Although the first problem is well-known, little atten-
tion has been given to the second one. Thereasonwhy the
second problem arises is that the input text contains Un-
suitable Expressions for Spoken language (UES). There-
fore, the problem can be resolved by paraphrasing UES
into Suitable Expression for Spoken language (SES).
This is a new application of pargphrasing. There are no
similar attempts, athough a variety of applications have
been discussed so far, for example question-answering
(Lin and Pantel, 2001; Hermjakob et a., 2002; Duclaye
and Y von, 2003) or text-simplification (Inui et al., 2003).

~ (3) Unnatural

Figure 1: Paraphrasing UES into SES

Figure 1 illustrates paraphrasing UES into SES. In the
figure, three types of expressions are shown: (1) expres-
sions used in written language, (2) expressions used in
spoken language, and (3) unnatural expressions. The
overlap between two circles represents expressions used
both in written language and spoken language. UES is
the shaded portion: unnatural expressions, and expres-
sions used only in written language. SES is the non-
shaded portion. The arrows represent paraphrasing UES
into SES, and other paraphrasing is represented by broken
arrows. Paraphrasing unnatural expressionsis not consid-
ered, since such expressions are not included in the input
text. Thereason why unnatural expressions aretaken into
consideration is that paraphrasing into such expressions
should be avoided.



In order to paraphrase UES into SES, this paper pro-
poses a method of learning paraphrase pairs in the form
of ‘UES — SES'. The key notion of the method is to
distinguish UES and SES based on the occurrence prob-
ability in written and spoken language corporawhich are
automatically collected from the Web. The procedure of
the method is as follows:*

(step 1) Paraphrase pairs of predicates? are learned from
adictionary using amethod proposed by (Kaji et a.,
2002).

(step 2) Written and spoken language corpora are auto-
matically collected from the Web.

(step 3) From the paraphrase pairs learned in step 1,
thoseintheformof ‘UES — SES' are selected using
the corpora.

This paper deals with only paraphrase pairs of predicates,
athough UES includes not only predicates but also other
categories such as nouns.

This paper isorganized asfollows. In Section 2 related
works are illustrated. Section 3 summarizes the method
of Kaji et a. In Section 4, we describe the method of
collecting corpora form the Web and report the experi-
mental result. In Section 5, we describe the method of
selecting suitable paraphrases pairs and the experimental
result. Our future work is described in Section 6, and we
concludein Section 7.

2 Reated Work

Paraphrases are different expressions which convey the
same or amost the same meaning. However, there are
few paraphrases that have exactly the same meaning, and
amost all have subtle differences such as style or formal-
ity etc. Such a difference is called a connotational dif-
ference. This paper addresses one of the connotational
differences, that is, the difference of whether an expres-
sion is suitable or unsuitable for spoken language.
Although a large number of studies have been made
on learning paraphrases, for example (Barzilay and Lee,
2003), there are only afew studieswhich addressthe con-
notationa difference of paraphrases. One of the studies
is a series of works by Edmonds et al. and Inkpen et
a (Edmonds and Hirst, 2002; Inkpen and Hirst, 2001).
Edmonds et al. proposed a computational model which
represents the connotational difference, and Inkpen et
al. showed that the parameters of the model can be
learned from a synonym dictionary. However, it is doubt-
ful whether the connotational difference between para-
phrases is sufficiently described in such a lexica re-
source. On the other hand, Inui et a. discussed read-

INote that this paper deals with Japanese.
2A predicate isaverb or an adjective.

ability, which is one of the connotational differences,
and proposed a method of learning readability ranking
model of paraphrases from atagged corpus (Inui and Ya-
mamoto, 2001). The tagged corpus was built as follows:
alarge amount of paraphrase pairs were prepared and an-
notators tagged them according to their readability. How-
ever, they focused only on syntactic paraphrases. This
paper deals with lexical paraphrases.

There are several works that try to learn paraphrase
pairs from parallel or comparable corpora (Barzilay and
McKeown, 2001; Shinyama et al., 2002; Barzilay and
Lee, 2003; Pang et al., 2003). In our work, paraphrase
pairs are not learned from corpora but learned from adic-
tionary. Our corpora are neither parallel nor comparable,
and are used to distinguish UES and SES.

There are several studies that compare two corpora
which have different styles, for example, written and spo-
ken corpora or British and American English corpora,
and try to find expressions unique to either of the styles
(Kilgarriff, 2001). However, those studies did not deal
with paraphrases.

Bulyko et a. aso collected spoken language corpora
from the Web (Bulyko et al., 2003). The method of Bu-
lyko et a. used N-grams in a training corpus and is dif-
ferent from ours (the detail of our method is described in
Section 4).

In respect of automatically collecting corpora which
have a desired style, Tambouratzis et a. proposed a
method of dividing Modern Greek corpus into Demokiti
and Katharevoua, which are variations of Modern Greek
(Tambouratzis et al., 2000).

3 Learning Predicate Paraphrase Pairs

Kaji et al. proposed a method of paraphrasing predi-
cates using a dictionary (Kgji et al., 2002). For example,
when a definition sentence of ‘chiratsuku (to shimmer)’
is ‘yowaku hikaru (to shine faintly)’, his method para-
phrases (1a) into (1b).

(1) a ranpu-ga chiratsuku
alamp  to shimmer
b. ranpu-ga yowaku hikaru
alamp faintly to shine

AsKagji et a. discussed, this dictionary-based paraphras-
ing involves three difficulties: word sense ambiguity, ex-
traction of the appropriate paraphrase from a definition
sentence, transformation of postposition®. In order to
solve those difficulties, he proposed a method based on
case frame alignment.

If paraphrases can be extracted from the definition sen-
tences appropriately, paraphrase pairs can be learned. We
extracted paraphrases from definition sentences using the

% Japanese noun is attached with a postposition.



method of Kgji et a. However, it is beyond the scope of
this paper to describe his method as awhole. Instead, we
represent an overview and show examples.

(predicate) (definition sentence)
2 a chiratsuku [ kasukani hikaru]
to shimmer faintly to shine
to shine faintly
b. chokinsuru [ okane-wo tameru |
to save money money to save
to save money
C. kansensuru byouki-ga [ utsuru]
to beinfected disease to beinfected

to be infected with a disease

Inalmost all cases, aheadword of adefinition sentence of
apredicateis also a predicate, and the definition sentence
sometimes has adverbs and nouns which modify the head
word. In the examples, headwords are ‘ hikaru (to shine)’,
‘tameru (to save)’, and ‘utsuru (to be infected)’. The ad-
verbs are underlined, the nouns are underlined doubly,
paraphrases of the predicates are in brackets. The head-
word and the adverbs can be considered to be always in-
cluded in the paraphrase. On the other hand, the nouns
are not, for example ‘money’ in (2b) isincluded but ‘dis-
ease’ in (2c) isnot. It is decided by the method of Kgji et
a. whether they are included or not.

The paraphrase includes one noun at most, and is in
the form of ‘adverbs noun+ predicate’ 4. Heredfter, it
is assumed that a paraphrase pair which is learned is in
the form of ‘ predicate — adverbx noun+ predicate’. The
predicate is called source, the ‘adverbx noun+ predicate’
is called target.

We used reikai-shougaku-dictionary (Tadika, 1997),
and 5,836 paraphrase pairs were learned. The main prob-
lem dealt with in this paper is to select paraphrase pairs
in the form of ‘UES — SES' from those 5,836 ones.

4 Collecting Written and Spoken
L anguage Cor pora from the Web

We distinguish UES and SES (see Figure 1) using the oc-
currence probability in written and spoken language cor-
pora. Therefore, large written and spoken corpora are
necessary. We cannot use existing Japanese spoken lan-
guage corpora, such as (Magkawa et a., 2000; Takezawa
et a., 2002), because they are small.

Our solution is to automatically collect written and
spoken language corpora from the Web. The Web con-
tains various texts in different styles. Such texts as news
articles can be regarded as written language corpora, and
such texts as chat logs can be regarded as spoken lan-
guage corpora. Since we do not need information such as

4+ means zero or more, and + means one or more.

accents or intonations, speech data of real conversations
is not always required.

This papepr proposes a method of collecting written
and spoken language corpora from the Web using inter-
personal expressions (Figure 2). Our method is as fol-
lows. First, acorpusis created by removing useless parts
such as html tags from the Web. It is called Web corpus.
Note that the Web corpus consist of Web pages (hereafter
page). Secondly, the pages are classified into three types
(written language corpus, spoken language corpus, and
ambiguous corpus) based on interpersonal expressions.
And then, only written and spoken language copora are
used, and the ambiguous corpus is abandoned. This is
because:

e Texts in the same page tend to be described in the
same style.

e The boundary between written and spoken language
is not clear even for humans, and it is aimost im-
possible to precisely classify all pages into written
language or spoken language.

The Web corpus
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Figure2: Collecting written and spoken language corpora

4.1 Interpersonal expressions

Each page in the Web corpus is classified based on inter-
personal expressions.

Spoken languageis often used as amedium of informa-
tion which is directed to a specific listener. For example,
face-to-face communication is one of the typical situa-
tions in which spoken language is used. Due to this fact,
spoken language tends to contain expressions which im-
ply an certain attitude of a speaker toward listeners, such
as familiarity, politeness, honor or contempt etc. Such
an expression is called interpersonal expression. On the
other hand, written language is mostly directed to unspe-
cific readers. For example, written language is often used
in news articles or books or papers etc. Therefore, inter-
personal expressions are not used so frequently in written
language as in spoken language.



Among interpersonal expressions, we utilized familiar-
ity and politeness expressions. Thefamiliarity expression
is one kind of interpersonal expressions, which implies
the speaker’s familiarity toward the listener. It is repre-
sented by a postpositional particle such as ‘ne’ or ‘yo’
etc. Thefollowing is an example:

(3) watashi-wa ureshikatta yo
I washappy (familiarity)
| was happy

(3) implies familiarity using the postpositional particle
‘yo'.

The politeness expression is also one kind of inter-
personal expressions, which implies politenessto the lis-
tener. It is represented by a postpositional particle. For
example:

(4) watashi-wa eiga-wo mi masu
I amovie towatch (politeness)
| watch amovie
(4) implies politeness using the postpositional particle

Those two interpersonal expressions often appear in
spoken language, and are easily recognized as such by
amorphological analyzer and simple rules. Therefore, a
page in the Web corpus can be classified into the three
types based the following two ratios.

e Familiarity ratio (F-ratio):

# of sentences which include familiarity expressions
# of al the sentences in the page

e Politenessratio (P-ratio):

# of sentences which include politeness expressions
# of al the sentencesin the page.

4.2 Algorithm

After the Web corpus is processed by a Japanese mor-
phologica analyzer (JUMAN)®, sentences which include
familiarity or politeness expressions are recognized in the
following manner in order to cal culate F-ratio and P-ratio.
If a sentence has one of the following six postpositional
particles, it is considered to include the familiarly expres-
sion.

ne, yo, wa, sa, ze, na

A sentenceis considered to include the politeness expres-
sion, if it has one of the following four postpositional par-
ticles.

desu, masu, kudasai, gozaimasu

Shitp://www.kc.t.u-tokyo.ac.jp/nl-resource/juman-e.html

If F-ratio and P-ratio of a page are very low, the page
is in written language, and vice versa. We observed a
part of the Web corpus, and empirically decided the rules
illustrated in Table 1. If F-ratio and P-ratio are equal to
0, the page is classified as written language. If F-ratio is
morethan 0.2, or if F-ratioismorethan 0.1 and P-ratiois
more than 0.2, the page is classified as spoken language.
The other pages are regarded as ambiguous.

Table 1: Page classification rules
F-ratio=0
P-ratio= 0
F-ratio > 0.2
or
F-ratio > 0.1
P-ratio > 0.2
Otherwise

— Written language

— Spoken language

— Ambiguous

4.3 Evaluation

The Web corpus we prepared consists of 660,062 pages
and contains 733M words. Table 2 shows the size of
the written and spoken language corpora which were col-
lected from the Web corpus.

Table 2: The size of the corpora
#of pages # of words

The Web corpus 660,062 733M
Written language corpus 80,685 7™
Spoken language corpus 73,977 113M

Size comparison The reason why written and spo-
ken language corpora were collected from the Web is
that Japanese spoken language corpora available are too
small. As far as we know, the higgest Japanese one
is Spontaneous Speech Corpus of Japanese, which con-
tains 7M words (Maekawa et al., 2000). Our corpus is
about ten times as big as Spontaneous Speech Corpus of
Japanese.

Precision of our method What is important for our
method is not recall but precision. Even if the recal is
not high we can collect large corpora, because the Web
corpusisvery huge. However, if the precisionislow, it is
impossible to collect corporawith high quality.

240 pages of the written and spoken language cor-
pora were extracted at random, and the precision of our
method was evaluated. The 240 pages consist of 125
pages collected as written language corpus and 115 pages
collected as spoken language corpus. Two judges (here-
after judge 1 and 2) respectively assessed how many of
the 240 pages were classified properly.



The result is shown in Table 3. The judge 1 identified
228 pages as properly classified ones; the judge 2 iden-
tified 221 pages as properly classified ones. The average
precision of the total was 94% (=228+221/240+240) and
we can say that our corpora have sufficient quality.

Table 3: # of pages properly collected

Judgel Judge?2
Written language corpus  119/125  110/125
Spoken language corpus  109/115  111/115
Tota 228/240 221/240

Discussion Pageswhich wereinappropriately collected
were examined, and it was found that lexical information
is useful in order to properly classify them. (5) is an ex-
ample which means ‘A new software is exciting'.

sohuto-ha  wakuwakusuru
software exiting

(5) atarashii
new

(5) isin spoken language, although it doesnot include any
familiarity and politeness expressions. Thisis because of
the word ‘wakuwakusuru’, which is informal and means
‘exiting’.

Onway to deal with such pagesisto use words charac-
teristic of written or spoken language. Suchwordswill be
ableto be gathered form our written and spoken language
corpora. It is our future work to improve the quality of
our corporain an iterative way.

5 Paraphrase Pair Selection

A paraphrase pair we want is one in which the source
is UES and the target is SES. From the paraphrase pairs
learned in Section 3, such paraphrase pairs are selected
using the written and spoken language corpora.

Occurrence probabilities (OPs) of expressions in the
written and spoken language corpora can be used to dis-
tinguish UES and SES. Thisis because:

e Anexpressionislikely tobe UESIf its OP in spoken
language corporais very low.

e Anexpression islikely to be UES, if its OP in writ-
ten language corporais much higher than that in spo-
ken language corpora.

For example, Table 4 shows OP of ‘jikaisuru'. It is a
difficult verb which means ‘to admonish oneself’, and
rarely used in a conversation. The verb ‘jikaisuru’ ap-
peared 14 times in the written language corpus, which
contains 6.1M predicates, and 7 times in the spoken lan-
guage corpus, which contains 11.7M predicates. The OP
of jikaisuru in spoken language corpus is low, compared

Table 4: Occurrence probability of ‘jikaisuru’

written language  spoken language

corpus corpus

# of jikaisuru 14 7
# of predicates 6.1M 11.7M
OP of jikaisuru 14/6.1M 7/11.7M

with that in written language corpus. Therefore, we can
say that ‘jikaisuru’ is UES.

The paraphrase pair we want can be selected based on
the following four OPs.

(1) OP of sourcein the written language corpus
(2) OP of sourcein the spoken language corpus
(3) OP of target in the written language corpus
(4) OP of target in the spoken language corpus

The selection can be considered as a binary classification
task: paraphrase pairs in which sourceis UES and target
is SES are treated as positive, and others are negative.
We propose a method based on Support Vector Machine
(Vapnik, 1995). The four OPs above are used as features.

5.1 Feature calculation

The method of calculating OP of an expression e (=
OP(e)) in a corpus is described. According to the
method, those four features can be calculated. The
method is broken down into two steps: counting the fre-
quency of e, and calculation of OP(e) using the fre-
quency.

Frequency After acorpusis processed by the Japanese
morphological analyzer (JUMAN) and the parser
(KNP)8, the frequency of e (F(e)) is counted. Although
the frequency is often obvious from the analysis result,
there are several issues to be discussed.

The frequency of a predicate is sometimes quite differ-
ent from that of the same predicate in the different voice.
Therefore, the same predicates which have different voice
should be treated as different predicates.

As aready mentioned in Section 3, the form of source
is‘predicate’ and that of target is* adjectivex noun+ pred-
icate’. If eistarget and contains adverbs and nouns, it is
difficult to count the frequency because of the sparse data
problem. Inorder to avoid the problem, an approximation
that the adverbs areignored is used. For example, thefre-
guency of ‘run fast’ is approximated by that of ‘run’. We
did not ignore the noun because of the following reason.
Asanoun and a predicate forms an idiomatic phrase more
often than an adverb and a predi cate, the meaning of such
idiomatic phrase completely changes without the noun.

®http:/www.ke.t.u-tokyo.ac.jp/nl-resource/knp-e.html



If the form of target is ‘adverbx noun predicate’, the
frequency is approximated by that of ‘noun predicate’,
which is counted based on the parse result. However,
generaly speaking, the accuracy of Japanese parser is
low compared with that of Japanese morphologica an-
alyzer; the former is about 90% while the latter about
99%. Therefore, only reliable part of the parse result is
used in the same way as Kawaharaet a. did. See (Kawa-
hara and Kurohashi, 2001) for the details. Kawahara et
al. reported that 97% accuracy is achieved in the reliable
part.

Occurrence probability In general, OP(e) is defined
as:

OP(e) = F(e)/ # of expressionsin a corpus.

F(e) tends to be small when e contains a noun, because
only areliable part of the parsed corpus is used to count
F(e). Therefore, the value of the denominator ‘# of ex-
pressions in a corpus should be changed depending on
whether e contains a noun or not. The occurrence proba-
bility is defined as follows:

if e does not contain any nouns

OP(e) = F(e)/ # of predicatesin acorpus.
otherwise

OP(e) = F(e)/ # of noun-predicatesin a
corpus.

Table 5 illustrates # of predicates and # of noun-
predicates in our corpora.

Table 5: # of predicates, and # of noun-predicates

# of predicates  # of noun-predicates
written language corpus 6.1IM 1.5M
spoken language corpus 11.7M 1.9M

5.2 Evaluation

The two judges built a data set, and 20-hold cross validea-
tion was used.

Dataset 267 paraphrase pairswere extracted at random
form the 5,836 paraphrase pairslearned in section 3. Two
judges independently tagged each of the 267 paraphrase
pairs as positive or negative. Then, only such paraphrase
pairsthat were agreed upon by both of them were used as
data set. The data set consists of 200 paraphrase pairs (70
positive pairs and 130 negative pairs).

Experimental result We implemented the system us-
ing Tiny SYM package’.The Kernel function explored
was the polynomial function of degree 2.

Using 20-hold cross validation, two types of feature
sets (F-setl and F-set?2) were evaluated. F-setl is afea
ture set of al the four features, and F-set2 is that of only
two features. OP of source in the spoken language cor-
pus, and OP of target in the spoken language corpus.

Theresults were eval uated through three measures. ac-
curacy of the classification (positive or negative), preci-
sion of positive paraphrase pairs, and recall of positive
paraphrase pairs. Table 6 shows the result. The accuracy,
precision and recall of F-setl were 76 %, 70 % and 73 %
respectively. Those of F-set2 were 75 %, 67 %, and 69
%.

Table 6: Accuracy, precision and recall

F-setl F-set2
Accuracy 76% 5%
Precision 0%  67%
Recall 73% 69%

Table 7 shows examples of classification. The para-
phrase pair (1) is positive example and the paraphrase
pair (2) is negative, and both of them were successfully
classified. The source of (1) appears only 10 timesin the
spoken language corpus, on the other hand, the source of
(2) does 67 times.

Discussion It ischallenging to detect the connotational
difference between lexical paraphrases, and al the fea-
tures were not explicitly given but estimated using the
corpora which were prepared in the unsupervised man-
ner. Therefore, we think that the accuracy of 76 % isvery
high.

The result of F-setl exceeds that of F-set2. This in-
dicates that comparing O P(e) in the written and spoken
language corpus is effective.

Calculated O P(e) was occasionally quite far from our
intuition. One example is that of ‘kangekisuru‘, which is
avery difficult verb that means ‘to watch a drama’. Al-
though the verb is rarely used in rea spoken language,
its occurrence probability in the spoken language corpus
was very high: the verb appeared 9 times in the writ-
ten language corpus and 69 times in the spoken language
corpus. We examined those corpora, and found that the
spoken language corpus happens to contain a lot of texts
about dramas. Such problems caused by biased topics
will be resolved by collecting corpora form larger Web
COrpus.

"hitp://cl.aist-nara.ac.jp/” taku-ku/software/ TinySVM/



Table 7: Successfully classified paraphrase pairs

Occurrence probabilities
Paraphrase pair source target
written language  spoken language  written language  spoken language
denraisuru — tsutawaru
(1) to descend to be transmitted 43/6.1M 10/11.7M 1,927/6.1M 4,213/11.7M
hebaru —  hetohetoni  tsukareru
2 to be tired out t0 be exhausted 18/6.1M 67/11.7M 1,026/6.1M 7,829/11.7M

6 FutureWork

In order to estimate more reliable features, we are going
to increase the size of our corpora by preparing larger
Web corpus.

Although the paper has discussed paraphrasing from
the point of view that an expression is UES or SES, there
areavariety of SESs such as slang or male/female speech
etc. One of our future work is to examine what kind of
spoken language is suitable for such akind of application
that wasiillustrated in the introduction.

This paper has focused only on paraphrasing predi-
cates. However, there are other kinds of paraphrasing
which are necessary in order to paraphrase written lan-
guage text into spoken language. For example, para
phrasing compound nouns or complex syntactic structure
is the task to be tackled.

7 Conclusion

This paper represented the method of |earning paraphrase
pairs in which source is UES and target is SES. The key
notion of the method is to identify UES and SES based
on the occurrence probability in the written and spoken
language corporawhich are automaticaly collected from
the Web. The experimental result indicated that reliable
corpora can be collected sufficiently, and the occurrence
probability calculated from the corporais useful to iden-
tify UES and SES.
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