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1 Introduction

Natural language processing applications that summa-
rize or answer questions about news and other discourse
need to process information about opinions, emotions,
and evaluations. For example, a question answering sys-
tem that could identify opinions in the news could answer
questions such as the following:

Was the 2002 presidential election in Zim-
babwe regarded as fair?

What was the world-wide reaction to the
2001 annual U.S. report on human rights?

In the news, editorials, reviews, and letters to the editor
are sources for finding opinions, but even in news reports,
segments presenting objective facts are often mixed with
segments presenting opinions and verbal reactions. This
is especially true for articles that report on controversial
or “lightning rod” topics. Thus, there is a need to be able
to identify which sentences in a text actually contain ex-
pressions of opinions and emotions.

We demonstrate a system that identifies opinionated
sentences. In general, an opinionated sentence is a sen-
tence that contains a significant expression of an opin-
ion, belief, emotion, evaluation, speculation, or senti-
ment. The system was built using data and other re-
sources from a summer workshop on multi-perspective
question answering (Wiebe et al., 2003) funded under
ARDA NRRC.!

1This work was performed in support of the Northeast Re-
gional Research Center (NRRC) which is sponsored by the
Advanced Research and Development Activity in Information
Technology (ARDA), aU.S. Government entity which sponsors
and promotes research of import to the Intelligence Community
whichincludesbutis not limited to the CIA, DIA, NSA, NIMA,
and NRO.

2 Opinion Recognition System

2.1 System Architecture

The opinion recognition system takes as input a URL
or raw text document and produces as output an HTML
version of the document with the opinionated sentences
found by the system highlighted in bold. Figure 2.1
shows a news article that was processed by the system.
When the opinion recognition system receives a docu-
ment, it first uses GATE (Cunningham et al., 2002) (mod-
ified to run in batch mode) to tokenize, sentence split,
and part-of-speech tag the document. Then the document
is stemmed and searched for features of opinionated lan-
guage. Finally, opinionated sentences are identified using
the features found, and they are highlighted in the output.

2.2 Features

The system uses a combination of manually and auto-
matically identified features. The manually identified
features were culled from a variety of sources, includ-
ing (Levin, 1993) and (Framenet, 2002). In addition to
features learned in previous work (Wiebe et al., 1999;
Wiebe et al., 2001), the automatically identified features
include new features that were learned using information
extraction techniques (Riloff and Jones, 1999; Thelen and
Riloff, 2002) applied to an unannotated corpus of world
news documents.

2.3 Evaluation

We evaluated the system component that identifies opin-
ionated sentences on a corpus of 109 documents (2200
sentences) from the world news. These articles were an-
notated for expressions of opinions as part of the summer
workshop on multi-perspective question answering. In
this test corpus, 59% of sentences are opinionated sen-
tences. By varying system settings, the opinionated sen-
tence recognizer may be tuned to be very precise (91%
precision), identifying only those sentences it is very sure
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Mugabe Wins Despite Biased Propaganda

TEHRAN TIMES INTL. DESK

TEHRAN -- President Robert Mugabe easily won Zimbabwe's election on Wednesday despite biased propaganda unleashed against him by
some Western countries, accusing him of heing unfair towards the epposition

Results anncunced by Regstrar-General Tobawa Mudede at 0800 GMT showed Mugabe wath 1,634 382 votes, well past the 50 percent of ballots cast that
he needed to extend his 22-year rule for sx more year

His challenger, former trade uniomist Morgan Tsvangira, traded almost half a milhon votes behind Mudede said 3.1 mulion people voted in the three-day

election

There were fears of a violent reaction from Tsvangirai's supporters, and security forces were put on high alert and police put up road blocks on
approach roads to the capital Harare.

Australia said it feared violence if voters thought the election had been stolen. Canberra is a member of a Three-Naton Commonwealth task force
montormng the election

Tsvangra, sayng Mugabe has destroyed the economy of the once prosperous nahion, accused the president of systemancally steabng the election to hude hus
deep unpopulanty with voters, Reuters reported

Mugabe's government has disnussed cnhicism of the poll, which Informahion Minuster Jonathan Moyo called "exemplary”
Western countries queued up to condemn the election in which the 78-year-old president faced his first real challenge

The United States, condemning the reduction of polling stations in opposition urban strongholds, said the election was “ seriously flawed™ and
riddled with irregularities.

Austraba and Britan led an unsuccessfil call for commonwealth sanctions agamst Mugabe before the elechon
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Figure 1: Example of an article processed by the opinionated sentence recognition system. Sentences identified by the
system are highlighted in bold.

are opinionated (33% recall), or less precise (82% preci-
sion), identifing many more opinionated sentences (77%
recall), but also making more errors.
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