A Robust Retrieval Engine for Proximal and Structural Search
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1 Introduction or events can also be used for indexing text fragments
and contribute to the relevance measure. Since extents
In the text retrieval area including XML and Region Al- gre treated similarly to keywords in traditional models,
gebra, many researchers pursued models for specifyiggr model will be integrated with any ranking and scala-
what kinds of information should appear in specifiedoimy techniques used by keyword-based models.
structural positions and linear positions (Chinenyanga \y,e have implemented the ranking model in our re-
and Kushmerick, 2001; Wolff et al., 1999; Theobald angjeya| engine, and had preliminary experiments to eval-
Weilkum, 2000; Clarke et al., 1995). The models atyate our model. Unfortunately, we used a rather small
tracted many researchers because they are considere@égpus for the experiments. This is mainly because
be basic frameworks for retrieving or extracting compleXhere is no test collection of the structured query and
information like events. However, unlike IR by keyword'tag-annotated text. Instead, we used the GENIA cor-
based search, their models are not robust, that is, thgy,g (Ohta et al., 2002) as structured texts, which was
support only exact matching of queries, while we woultyy XML document annotated with semantics tags in the
like to know to what degree the contents in specifie¢jjeq of biomedical science. The experiments show that
structural positions are relevant to those in the query evefi;r model succeeded in retrieving the relevant answers
when the structure does not exactly match the query.  that an exact-matching model fails to retrieve because of
This paper describes a new ranked retrieval modeick of robustness, and the relevant answers that a non-

that enables proximal and structural search for structuregructured model fails because of lack of structural spec-
texts. We extend the model proposed in Region Alg€fication.

bra to be robust by i) incorporating the idea of ranked-
ness in keyword-based search, and i) expanding querigs. A Ranking Model for Structured
While in ordinary ran_ked retrieval models relevance mea- Queries and Texts
sures are computed in terms of words, our model assumes
that they are defined in more general structural fragment$his section describes the definition of the relevance be-
i.e., extentgcontinuous fragments in a text) proposed inween a document and a structured query represented by
Region Algebra. We decompose queries into subquerigise region algebra. The key idea is that a structured query
to allow the system not only to retrieve exactly matcheds decomposed into subqueries, and the relevance of the
extents but also to retrieve partially matched ones. Ouvhole query is represented as a vector of relevance mea-
model is robust like keyword-based search, and also esures of subqueries.
ables us to specify the structural and linear positions in The region algebra (Clarke et al., 1995) is a set of op-
texts as done by Region Algebra. erators, which represent the relation betweenetktents

The significance of this work is not in the developmenti.e. regions in texts). In this paper, we suppose the re-
of a new relevance measure nor in showing superioritgion algebra has seven operators; four containment oper-
of structure-based search over keyword-based search, labrs ¢, <, ¢, <) representing the containment relation
in the proposal of a framework for integrating proximalbetween the extents, two combination operatdxs (7)
and structural ranking models. Since the model treats albrresponding to “and” and “or” operator of the boolean
types of structures in texts, not only ordinary text strucmodel, and ordering operato®] representing the order
tures like “title,” “abstract,” “authors,” etc., but also se-of words or structures in the texts. For convenience of
mantic tags corresponding to recognized named entitiexplanation, we represent a query as a tree structure as



_ % subquery % according to this scalar measure. Three methods are in-
e d troduced for the mapping from the relevance vector to the

(\ . scalar measure. The first one simply works out the sum
Lol Dot e of the elements of the relevance vector.

e et A Definition 3 (Simple Sum)
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Figure 1: Subqueries of the query ‘[book] ([title] > The second represents the rareness of the structures.
“retrieval”)’ When the query isA > B or A < B, if the number of
extents matching the query is close to the number of ex-
tents matching4, matching the query does not seem to
shown in Figure 1 . This query represents ‘Retrieve thebe very important because it means that the extents that
books whose title has the word “retrieval.” ’ matchA mostly matchA > B or A < B. The case of the
Our model assigns a relevance measure of the stru@ther operators is the same as wittand <.
tured query as a vector of relevance measures of the subefinition 4 (Structure Coefficient) When the operator
queries. In other words, the relevance is defined by thep is A, 7 or ©, the structure coefficient of the query
number of portions matched with subqueries in a docud op B is:
ment. If an extent matches a subquery of qugrghe C(A) + C(B) — C(Aop B)
extent will be somewhat relevant goeven when the ex- §CAopB = C(A) + C(B)
tent does not exactly mateh Figure 1 shows an example . ,
of a query and its subqueries. In this example, even Whear51d when the operatarp ISBor<, the structure coeffi-
an extent does not match the whole query exactly, if th&/€"t Of the queny op B is:
extent matches “retrieval” or [title}“retrieval™, the ex- o _ C(A) = C(AopB)
tent is considered to be relevant to the query. Subqueries AopB C(A)
are formally defined as following.

where A and B are the queries and’'(A) is the number
Definition 1 (Subquery) Let ¢ be a given query and of extents that matcH in the document collection.

ni, ..., N, be the nodes of. Subquerieg, ...,¢» 0f ¢ The scalar measure.(q;, d) is then defined as
are the subtrees of. Eachg; has noden; as a root node.

When a relevance(q;, d) between a subquery and pse(q:d) =Y scq, - o(gi,d)
a documentl is given, the relevance of the whole query i=1
is defined as following. The third is a combination of the measure of the query

itself and the measure of the subqueries. Although we

calculate the score of extents by subqueries instead of us-

ing only the whole query, the score of subqueries can not

be compared with the score of other subqueries. We as-

S(q, d) = (0(q1, d), 7(qo, ), ey (g, d) ;:Jme qormalized weight of each ;ubquery and interpolate
e weight of parent node and children nodes.

A relevance of a subquery should be defined similarly t@e€finition 5 (Interpolated Coefficient) The interpo-

that of keyword-based queries in the traditional ranked rdated coefficient of the query is recursively defined as

trieval. For example, TFIDF, which is used in our experifollows:

ments in Section 3, is the most simple and straightforward S piclge,,d)

one, while other relevance measures recently proposed ific(¢i, d) = A - 0(gi, d) + (1 — A)%

S:Ei?;i%nui?r? Walker, 2000) can be applled._TF value il;\sl_hereci is the child of node:;, [ is the number of children
g the number of extents matching the su

. . f noden;, and0 < X\ < 1.
query, and IDF value is calculated using the number of i i
documents including the extents matching the subqueryl NS formula means that the weight of each node is de-

While we have defined a relevance of the structuredn€d by a weighted average of the weight of the query
query as a vector, we need to sort the documents accofj2d its subqueries. Whek = 1, the weight of each

ing to the relevance vectors. In this paper, we first maffuery is normalized weight of the query. Whan= 0,
a vector into a scalar value, and then sort the documerHf€ Weight of each query is calculated from the weight of
the subqueries, i.e. the weight is calculated by only the

YIn this query, ‘[x] is a syntax sugar ofX) < (/x)’. weight of the words used in the query.

Definition 2 (Relevance of the whole query)Letg be a
given queryd be a document ang , ..., ¢, Subqueries of
g. The relevance vectd(q, d) of d is defined as follows:



‘([cons]>([semP>“G#DNA _domainor_region”))A(“in” &([consp> ([semp> (“G#tissue/“G#body_part”))))’
‘([event]>([obj]>“gene™)A(“in” O([consk>([semp> (“GHtissueX/“G#body_part™))))’

‘([event]>([obj] & ([semP>-"G#DNA _domainor_region”)))A (“in” O([consp>([semp> (“GHtissueX/“G#body_part”))))’
‘([event]>([dummy]>“G#DNA _domainor_region”))A(“in” O([consp>([semp> (“G#tissue/“G#body_part”))))’
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Table 1: Queries submitted in the experiments

3 Experiments Query ourmodel exact flat

1 10/10 9/10 9/10
In this section, we show the results of our preliminary 2 6/10 5/5 3/10
experiments of text retrieval using our model. Because 3 10/10 99 8/10
there is no test collection of the structured query and tag- 4 7/10 070 9110
annotated text, we used the GENIA corpus (Ohta et al
2002) as a structured text, which was an XML docume
composed of paper abstracts in the field of biomedica
science. The corpus consisted of 1,990 articles, 873,087

words (includin nd 1 1 sentences. .
ords (including tags), and 16,391 sentences results using . was lower than that gf.,.,,. The results

ex\;\::et (r:‘?;?fﬁrnegd (t)?rteheer?;g?(\)lsl ;T;gg::)’( gc;) u;rr]r:joﬁie)zl, "LsingpiC varied between the results of tliat model and
’ the results op,,,, depending on the value of
not-structuredfat model. In theflat model, the query b P 9

was §ub_mitted as a query composed of the words in tr@ Conclusions
gueries in Table 1 connected by the “and” operatby.(

The queries submitted to our system are shown in Tale proposed a ranked retrieval model for structured
ble 1, and the document was “sentence” represented Byeries and texts by extending the region algebra to be
“(sentencf tags. Query 1, 2, and 3 are real queries madeanked. Our model achieved robustness by extending the
by an expert in the field of biomedicine. Query 4 is a toyconcept of words to extents and by matching with sub-
query made by us to see the robustness compared wiiHeries decomposed from a given query instead of match-
the exactmodel easily. The system output the ten resultiig the entire query or words.
that had the highest relevance for each madel

Table 2 shows the number of the results that wer
judged relevant in the top ten results when the rankin&eferences
was done usings,,. The results show that our model T, Chinenyanga and N. Kushmerick. 2001. Expressive
was superior to thexactand flat models for Query 1,  and efficient ranked querying of XML data. Fro-

2, and 3. Compared to ttexactmodel, our model out-  ceedings of WebDB-2001

put more relevant documents, since our model allows thé L A Clarke. G. V. Cormack. and F. J. Burkowski
partial matching of the query, which shows the robust- .19-95.. An al,gebra. for structﬂred te>.<t éearch and.a

ness of our model. In addition, our model OUtperforms o meyyor forits implementatioriThe computer Jour-
the flat model, which means that the structural specifi- nal, 38(1):43-56.

cation of the query was effective for finding the relevant

documents. For Query 4, our model succeeded in find- Ohta, Y. Tateisi, H. Mima, and J. Tsujii. 2002. GE-
ing the relevant results although tegactmodel failed ~ NIA corpus: an annotated research abstract corpus in
to find results because Query 4 includes the tag not con- molecular biology domain. IProceedings of HLT
tained in the text ((dummy)” tag). This result shows the

robustness of our model. S. E. Robertson and S. Walker. 2000. Okapi/Keenbow at
Although we omit the results of using,. andp;. be- TREC-8. INTREC-8 pages 151-161.

cause of the limit of the space, here we summarize the ) )
results of them. The number of relevant results uging A. Theobald and G. Weilkum. 2000. Adding relevance

was the same as that pf,.,, but the rank of irrelevant to XML. In Proceedings of WebDB'00

_ J. Wolff, H. Florke, and A. Cremers. 1999. XPRES:
%For theexactmodel, ten results were selected randomly g Ranking Approach to Retrieval on Structured Docu-

from the exactly matched results if the total number of results nents. Technical Report IAI-TR-99-12, University of
was more than ten. After we had the results for each model, g\ '

we shuffled these results randomly for each query, and the shuf-
fled results were judged by an expert in the field of biomedicine
whether they were relevant or not.

L1‘able 2: (The number of relevant results) / (the number
f all results) in top 10 results.



