Cognates Can Improve Statistical Translation Models

Grzegorz Kondrak Daniel Marcu and Kevin Knight
Department of Computing Science Information Sciences Institute
University of Alberta University of Southern California
221 Athabasca Hall 4676 Admiralty Way, Suite 1001
Edmonton, AB, Canada T6G 2E8 Marina del Rey, CA, 90292
kondrak@cs.ualberta.edu marcu,knight@isi.edu
Abstract the translation models of Brown et al. (1990), which, in

their original formulation, consider lexical items in ab-
straction of their form. For training of the models, we
use the GIZA program (Al-Onaizan et al., 1999). A list
of likely cognate pairs is extracted from the training cor-
pus on the basis of orthographic similarity, and appended
to the corpus itself. The objective is to reinforce the co-
ocurrence count between cognates in addition to already
existing co-ocurrences. The results of experiments con-
) ducted on a variety of bitexts show that cognate iden-
1 Introduction tification can improve word alignments, which leads to
In the context of machine translation, the tecognates better translation models, and, consequently, translations
denotes words in different languages that are simildff nigher quality. The improvement is achieved without
in their orthographic or phonetic form and are possibl&ndifying the statistical training algorithm.
translations of each other. The similarity is usually due
either to a genetic relationship (e.g. Englislyght and 2 The method
Germannach) or borrowing from one language to an-
other (e.g. Englistsprint and Japanessupurintg. In We experimented with three word similarity measu-
a broad sense, cognates include not only genetically rees: Simard’s condition, Dice’s coefficient, and LCSR.
lated words and borrowings but also names, numbers, a®imard et al. (1992) proposed a simple condition for de-
punctuation. Practically all bitexts (bilingual parallel cor-tecting probable cognates in French—English bitexts: two
pora) contain some kind of cognates. If the languages aveords are considered cognates if they are at least four
represented in different scripts, a phonetic transcriptiogharacters long and their first four characters are iden-
or transliteration of one or both parts of the bitext is dical. Dice’s coefficient is defined as the ratio of the
pre-requisite for identifying cognates. number of shared character bigrams to the total num-
Cognates have been employed for a number of bitexper of bigrams in both words. For exampéslour and
related tasks, including sentence alignment (Simard eeuleur share three bigramsg, ou, andur), so their
al., 1992), inducing translation lexicons (Mann and YaDice's coefficient is- ~ 0.55. The Longest Common
rowsky, 2001), and improving statistical machine transSubsequence Ratio (LCSR) of two words is computed
lation models (Al-Onaizan et al., 1999). Cognates ary dividing the length of their longest common subse-
particularly useful when machine-readable bilingual dicquence by the length of the longer word. For example,
tionaries are not available. Al-Onaizan et al. (1999) ex-CSR(olour,couleu) = 2 ~ 0.71, as their longest com-
perimented with using bilingual dictionaries and cog#mon subsequence is “c-o-l-u-r".
nates in the training of Czech—English translation mod- In order to identify a set of likely cognates in a tok-
els. They found that appending probable cognates to tle@ized and sentence-aligned bitext, each aligned segment
training bitext significantly lowered the perplexity scoreis split into words, and all possible word pairings are
on the test bitext (in some cases more than when usingstored in a file. Numbers and punctuation are not con-
bilingual dictionary), and observed improvementin wordidered, since we feel that they warrant a more specific
alignments of test sentences. approach. After sorting and removing duplicates, the file
In this paper, we investigate the problem of incorporepresents all possible one-to-one word alignments of the
rating the potentially valuable cognate information intdbitext. Also removed are the pairs that include English

We report results of experiments aimed at im-
proving the translation quality by incorporating

the cognate information into translation mod-

els. The results confirm that the cognate iden-
tification approach can improve the quality of

word alignment in bitexts without the need for

extra resources.
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function words, and words shorter than the minimum e
length (usually set at four characters). For each word pair,
T . . . . . 0.207 / e
a similarity measure is computed, and the file is again .
sorted, this time by the computed similarity value. If the
measure returns a non-binary similarity value, true cog-
nates are very frequent near the top of the list, and be- g
come less frequent towards the bottom. The set of likely é 0.205
cognates is obtained by selecting all pairs with similarity
above a certain threshold. Typically, lowering the thresh- 0.204
old increases recall while decreasing precision of the set. )
Finally, one or more copies of the resulting set of likely 0.203
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cognates are concatenated with the training set. o “Simard,
i
. 0.202 LOSR
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. . . Duplication factor
We induced translation models using IBM Model 4

(Brown et al., 1990) with the GIZA toolkit (Al-Onaizan Figyre 1: BLEU scores as a function of the duplication

et al., 1999). The maximum sentence length in the tfaiﬁactor for five methods of cognates identification aver-
ing data was set at 30 words. The actual translanorh?ged over nine language pairs.

were produced with a greedy decoder (Germann et al.,

2001). For the evaluation of translation quality, we used

the BLEU metric (Papineni et al., 2002), which measureparliament (Koehn, 2002). The eleven official European
the n-gram overlap between the translated output and ogion languages are represented in the corpus. We con-
or more reference translations. In our experiments, W&ider the variety of languages as important for a valida-
used only one reference translation. tion of the cognate-based approach as general, rather than
. . language-specific.

3.1 Word al.lgnment quality } As the training data, we arbitrarily selected a subset of
In order to directly measure the influence of the addeghe corpus that consisted the proceedings from October
cognate information on the word alignment quality, weyggg. By pairing English with the remaining languages,
performed a single experiment using a set of 500 Manye gptained nine bitextseach comprising about 20,000
ually aligned sentences from Hansards (Och and Neyjigned sentences (500,000 words). The test data con-
2000). Giza was first trained on 50,000 sentences froQjsied of 1755 unseen sentences varying in length from 5
Hansards, and then on the same training set augmenigds 5 \words from the 2000 proceedings (Koehn, 2002).
with a set of cognates. The set consisted of two copies §4,¢ English language model was trained separately on a

alist produced by applying the thresholdio$8 to LCSR |5rger set of 700,000 sentences from the 1996 proceed-
list. The duplication factor was arbitrarily selected on th‘?ngs.

basis of earlier experiments with a different training and

Figure 1 shows the BLEU scores as a function of the
test set taken from Hansards. ?
i

uplication factor for three methods of cognates identi-
. 10% reduct f th d ali i ¢ cation averaged over nine language pairs. The results
In a o reduction of the word alignment error ra eaveraged over a nhumber of language pairs are more in-

from 17.6% o 15.8%, and a corresponding improveme%rmaﬁve than results obtained on a single language pair,

Idn b?th plrec:tlszjonlgnd rectall. /-f\.n ex??mat;uon oft_ran- specially since the BLEU metric is only a rough approx-
omly selected alignments confirms the 0bServalion Qg iiq, of the translation guality, and exhibits consider-

AI-Ona|zan etal. (1999) that the use of cogna}te Informaéble variance. Three different similarity measures were
tion reduces the tendency of rare words to align to mané’ompared' Simard. DICE with a threshold of 0.39. and

col—occurrtlrr:g words. ¢ rated LCSR with a threshold of 0.58. In addition, we experi-
n another experiment, we concentrated on C0-0Gyanteqd with two different methods of extending the train-
curring identical words, which are extremely likely to; g set with with a list of cognates: one pair as one sen-

represent mutual translations. In the baseline mode[ nce (Simard). and thirty pairs as one sentence (DICE
links were induced between 93.6% of identical words. | nd LCESR)Z ) y P (

the cognate-augmented model, the ratio rose to 97.2%.

The incorporation of the cognate information resulte

3.2 Europarl 1Greek was excluded because its non-Latin script requires a
] ) ) N different type of approach to cognate identification.
Europarlis a tokenized and sentence-aligned multilingual 2jn the vast majority of the sentences, the alignment links are

corpus extracted from the Proceedings of the Europeanrrectly induced between the respective cognates when multi-



Threshold Pairs Score Evaluation Baseline Cognates

Baseline 0 0.2027 Completely correct 16 21
0.99 863 0.2016 Syntactically correct 8 7
0.71 2835 0.2030 Semantically correct 14 12
0.58 5339 0.2058 Wrong 62 60
0.51 7343 0.2073 Total 100 100
0.49 14115 0.2059

Table 2: A manual evaluation of the translations gener-

Table 1: The number of extracted word pairs as a funggted by the baseline and the cognate-augmented models.
tion of the LCSR threshold, and the corresponding BLEU

scores, averaged over nine Europarl bitexts. ) )
of a manual evaluation of the entire set of 100 sentences

are shown in Table 2. Although the overall translation
The results show a statistically significant improvequality is low due to the small size of the training corpus
ment in the average BLEU score when the duplicatiorfind the lack of parameter tuning, the number of com-
factor is greater than 1, but no clear trend can be discerngtetely acceptable translations is higher when cognates
for larger factors. There does not seem to be much diffeare added.
ence between various methods of cognate identification, .
Table 1 shows results of augmenting the training sé¢  Conclusion

with different sets of cognates determined using LCSRoyr experimental results show that the incorporation of
A threshold of 0.99 implies that only identical word cognate information can improve the quality of word
pairs are admitted as cognates. The words pairs Willignments, which in turn result in better translations, In
LCSR around 0.5 are more likely than not to be unreg experiments, the improvement, although statistically
lated. In each case two copies of the cognate list weiggnificant, is relatively small, which can be attributed to
used. The somewhat surprising result was that addinge rejative crudeness of the approach based on append-
only "high confidence” cognates is less effective thafg the cognate pairs directly to the training data. In the
adding lots of dubious cognates. In that particular sqf,tyre, we plan to develop a method of incorporating the
of tests, adding only identical word pairs, which almosgognate information directly into the training algorithm.
always are mutual translations, actually decreased thge foresee that the performance of such a method will

BLEU score. Our results are consistent with the resultgiso depend on using more sophisticated word similarity
of Al-Onaizan et al. (1999), who observed perplexity imneasures.

provement even when “extremely low” thresholds were

used. It seems that the robust statistical training algo-
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