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Abstract

RecentTREC resultshave demonstratedthe
needfor deeper text understandingmethods.
This paperintroduces the idea of automated
reasoning applied to questionansweringand
shows the feasibility of integrating a logic
prover into a QuestionAnsweringsystem.The
approachis to transformquestions andanswer
passagesinto logic representations. World
knowledge axioms as well as linguistic ax-
ioms aresuppliedto the prover which renders
a deepunderstandingof the relationshipbe-
tweenquestiontext andanswertext. Moreover,
thetraceof theproofs provideanswerjustifica-
tions. The resultsshow that the prover boosts
the performanceof the QA systemon TREC
questions by 30%.

1 Introduction

Motivation
In spite of significant advances made recently in the
QuestionAnswering technology, therestill remainmany
problemsto besolved. Someof theseare: bridging the
gapbetweenquestionandanswerwords,pinpointing ex-
act answers,taking into consideration syntacticandse-
manticrolesof words,betteranswerranking,answerjus-
tification,andothers. Therecent TRECresults(Voorhees
2002) have demonstratedthatmany performing systems
reacheda plateau; the systemsranked from 4th to 14th
answeredcorrectly between38.4% to 24.8% of thetotal
number of questions. It is clearthatnew ideasbasedon
a deeper languageunderstanding arenecessaryto push
further theQA technology.

In thispaper weintroduceonesuchnovel idea,theuse
of automated reasoning in QA, andshow that it is fea-
sible, effective, and scalable. We have implementeda
Logic Prover, calledCOGEX (from the permutation of

thefirst two syllablesof theverb excogitate) which uni-
formly codifiesthe questionandanswertext, aswell as
world knowledgeresources,in order to useits inference
engine to verify andextractany lexical relationshipsbe-
tweenthequestionandits candidate answers.

Usefulness of a Logic Prover in QA
COGEXcapturesthesyntax-basedrelationships suchas
thesyntacticobjects,syntacticsubjects,prepositionalat-
tachments, complex nominals, and adverbial/adjectival
adjuncts providedby the logic representation of text. In
additionto thelogic representationsof questionsandcan-
didateanswers,theQA Logic Prover needsworld knowl-
edgeaxioms to link question concepts to answercon-
cepts.Theseaxiomsareprovidedby theWordNetglosses
representedin logic forms. Additionally, theproverneeds
rewriting proceduresfor semanticallyequivalent lexical
patterns. With this deepand intelligent representation,
COGEXeffectively andefficiently re-rankscandidatean-
swersby their correctness,extracts theexactanswer, and
ultimatelyeliminatesincorrectanswers.In this way, the
Logic Prover is a powerful tool in boostingtheaccuracy
of theQA system.Moreover, thetraceof a proof consti-
tutesa justificationfor thatanswer.

Technical challenges
Thechallengesonefaceswhenusingautomatedreason-
ing in the context of NLP include: logic representation
of opentext, needof world knowledgeaxioms, logic rep-
resentationof semanticallyequivalentlinguisticpatterns,
andothers.Logic proofs areaccuratebut costly, both in
termsof highfailureratedueto insufficient input axioms,
aswell aslong processingtime. Our solutionis to inte-
gratetheproverinto theQA systemandrelyonreasoning
methods only to augmentotherpreviously implemented
answerextraction techniques.
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2 Integration of Logic Prover into a QA
System

The QA systemincludes traditional modules such as
questionprocessing, documentretrieval, answerextrac-
tion, built in ontologies, as well as many tools suchas
syntacticparser, nameentity recognizer, word sensedis-
ambiguation (Moldovan andNoviscki 2002), logic rep-
resentationof text (MoldovanandRus2001) andothers.
TheLogic Prover is integratedin this rich NLP environ-
mentandaugments theQA systemoperation.

As shown in Figure1, theinputsto COGEXconsistof
logic representationsof questions,potentialanswerpara-
graphs, world knowledgeand lexical information. The
term AnswerLogic Form (ALF) refers to the candidate
answersin logic form. Candidateanswersreturnedby the
AnswerExtractionmodule areclassifiedasopentext due
to the unpredictablenatureof their grammatical struc-
ture. ThetermQuestionLogic Form (QLF) refersto the
questions posedto the QuestionAnswering systemrep-
resentedin logic form.

The prover alsoneedsworld knowledgeaxiomssup-
pliedby theWordNetglossestransformedinto logic rep-
resentations. Additionally therearemany otheraxioms
representing equivalence classesof linguistic patterns,
calledNLP axioms. All thesearedescribedbelow.

The Axiom Builder convertsthe Logic Forms for the
question, theglosses,andits candidateanswersinto ax-
ioms. Basedon the parsetree patternsin the question
andanswers,otherNLP axioms arebuilt to supplement
the existing general NLP axioms. Oncethe axiomsare
complete andloaded, justificationof the answerbegins.
If a proof fails, the relaxationmodule is invoked. The
purpose of this module is twofold: (1) to compensate
for errors in the text parsing and Logic Form transfor-
mationphase,suchasprepositionalattachmentsandsub-
ject/objectdetectionin verbs, (2) to detectcorrect an-
swerswhentheNLP andXWN (ExtendedWordNet)ax-
iomsfail to provide all thenecessaryinferences.During
therelaxation, argumentsto predicatesin thequestionare
incrementally uncoupled,theproof scoreis reduced,and
the justification is re-attempted. The loop betweenthe
Justificationandthe Relaxationmodules continuesuntil
the proof succeeds,or theproof scoreis below a prede-
finedthreshold. Whenall thecandidateanswersarepro-
cessed,the candidateanswersareranked basedon their
proof scores,with the output from COGEX being the
rankedanswersandtheanswerjustifications.

3 Logic Representation of Text

A text logic form (LF) is an intermediary stepbetween
syntacticparseandthedeepsemanticform. TheLF cod-
ification acknowledgessyntax-basedrelationships such
as:(1) syntacticsubjects,(2) syntacticobjects,(3) prepo-

sitional attachments,(4) complex nominals, and(5) ad-
jectival/adverbialadjuncts. Our approachis to derive the
LF directly from theoutput of thesyntacticparserwhich
alreadyresolvesstructural andsyntacticambiguities.

Essentiallythereis a oneto onemapping of thewords
of thetext into thepredicates in thelogic form. Thepred-
icatenamesconsistof thebaseform of thewordconcate-
natedwith the part of speechof the word. Eachnoun
hasanargumentthatis usedto representit in otherpredi-
cates. Oneof the most important featuresof the Logic
Form representation is the fixed-slot allocationmecha-
nism of the verb predicates(Hobbs 1993). This allows
for the Logic Prover to seethe differencebetweenthe
role of the subjectsandobjectsin a sentencethat is not
answerable in akeyword basedsituation.

LogicFormsarederivedfrom thegrammarrulesfound
in the parsetreeof a sentence.There arefar too many
grammar rulesin theEnglishlanguageto efficiently and
realisticallyimplement themall. We have observedthat
the top ten most frequently usedgrammar rules cover
90% of the casesfor WordNetglosses.This is referred
to as the 10-90 rule (Moldovan andRus 2001). Below
we provide a samplesentenceandits corresponding LF
representation.

Example:
Heavy sellingof Standard& Poor’s 500-stockindex fu-
turesin Chicagorelentlesslybeatstocksdownward.

LF:
heavy JJ(x1) & selling NN(x1) & of IN(x1,x6) &
StandardNN(x2) & & CC(x13,x2,x3) & PoorNN(x3)
&’ s POS(x6,x13) & 500-stockJJ(x6) & index NN(x4)
& future NN(x5) & nn NNC(x6,x4,x5) & in IN(x1,x8)
& ChicagoNN(x8) & relentlesslyRB(e12)&
beatVB(e12,x1,x9) & stocksNN(x9) & down-
ward RB(e12)

4 World Knowledge Axioms

Logic representation of WordNet glosses
A major problem in QA is that often an answer is
expressedin wordsdifferentfrom thequestion keywords.
World knowledgeis necessaryto conceptually link ques-
tionsandanswers.WordNetglossescontain a sourceof
world knowledge. To beusefulin automated reasoning,
the glossesneed to be transformed into logic forms.
Taking the sameapproach as for open text, we have
parsedandrepresentedin logic forms morethan50,000
WordNet glosses. For example, the glossdefinition of
concept sport NN#1 is an active diversion requiring
physicalexertionandcompetition, whichyieldsthelogic
representation:
active JJ(x1) & diversion NN(x1) & re-
quire VB(e1,x1,x2) & or CC(x2,x3,x4) & physi-
cal JJ(x3)& exertion NN(x3) & competitionNN(x4)
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Figure1: COGEXArchitecture

Lexical Chains
A muchimprovedsourceof world knowledgeis obtained
when the gloss words are semanticallydisambiguated
(MoldovanandNoviscki 2002). By doing this, thecon-
nectivity betweensynsetsis dramatically increased. Lex-
ical chainscanbeestablishedbetweensynsetsin different
hierarchies. Thesearesequences of semanticallyrelated
wordsthatlink two concepts.

Lexical chainsimprove the performance of question
answeringsystemsin two ways: (1) increasethe docu-
mentretrieval recall and(2) improve theanswerextrac-
tion by providing themuchneededworld knowledgeax-
iomsthatlink questionkeywordswith answersconcepts.

We developed software that automaticallyprovides
connectingpathsbetweenany two WordNetsynsets

���
and

���
up to a certaindistance(MoldovanandNoviscki

2002). The meaning of thesepathsis that the concepts
alonga patharetopically related.Thepathmaycontain
any of theWordNetrelationsaugmentedwith a GLOSS
relationwhich indicatesthata certainconcept is present
in a synsetgloss.

Examples
Below we provide somerelevant lexical chainsthat link
a few selectedTREC2002 questions with theiranswers.

Q1394: Whatcountrydid thegameof croquet originate
in ?
Answer: Croquet is a 15th-centuryFrenchsportthathas
largely beendominatedby older, wealthierpeople who
playatexclusiveclubs.
Lexical chains:
(1) game:n#3 � HYPERNYM � recreation:n#1 �
HYPONYM � sport:n#1
(2) originate in:v#1 � HYPONYM � stem:v#1�
GLOSS � origin:n#1 � GLOSS � be:v#1

Q1403: When was the internal combustion engine
invented ?
Answer: Thefirst internal- combustionengine wasbuilt

in 1867.
Lexical chains:
(1) invent:v#1 � HYPERNYM � cre-
ateby mentalact:v#1 � HYPERNYM � create:v#1
� HYPONYM � build:v#1

Q: 1518Whatyeardid MarcoPolo travelto Asia?
Answer: MarcoPolodivulgedthetruthafterreturning in
1292from his travels,which included severalmonths on
Sumatra.
Lexical chains:
(1) travel to:v#1 � GLOSS � travel:v#1 � RGLOSS
� travel:n#1
(2) travel to#1 � GLOSS � travel:v#1 � HYPONYM
� return:v#1
(3) Sumatra:n#1 � ISPART � Indonesia:n#1� IS-
PART � SoutheastAsia:n#1 � ISPART � Asia:n#1

Q: 1540Whatis thedeepestlake in America?
Answer: RangersatCraterLakeNationalPark in Oregon
have closedthe hiking trail to the shoreof the nation’s
deepestlake
Lexical chains:
(1) America:n#1 � HYPERNYM �
North American country:n#1 � HYPERNYM �
country:n#1 � GLOSS � nation:n#1

Q: 1570Whatis thelegal age to votein Argentina ?
Answer: Votingis mandatory for all Argentinesagedover
18
Lexical chains:
(1) legal:a#1 � GLOSS � rule:n#1 � RGLOSS �
mandatory:a#1
(2) age:n#1 � RGLOSS � aged:a#3
(3) Argentine:a#1� GLOSS � Argentina:n#1

5 NLP Axioms

In additionsto world knowledge axioms, a QA Logic
Prover needs linguistic knowledge. This is what distin-
guishesan NLP prover from a traditional mathematical



prover. Generalaxioms that reflectequivalenceclasses
of linguistic patternsneedto becreatedandinstantiated
when invoked. We call theseNLP axioms andpresent
below someexamples togetherwith questions that call
them.

Complex nominals and coordinated conjunctions
A questionmayreferto asubject/objectby its full proper
name,andthe answerwill refer to the subject/object in
an abbreviatedform. For example in the correct candi-
dateanswerfor the question,“Which company created
theInternetbrowserMosaic?”, InternetbrowserMosaic
is referredto asMosaic.

Usingabduction, an axiomis built suchthat thehead
nounof thecomplex nominal in thequestionimpliesthe
remaining nouns in thecomplex nominal:
all x1 (mosaicnn(x1) � internetnn(x1) &
browsernn(x1))
An additional axiomis built suchthatall thenouns in the
complex nominal imply acomplex nominal:
all x1 (internetnn(x1) & browsernn(x1) & mo-
saicnn(x1) � nn nnc(x1,x1,x1,x1))
Soasnot to restricttheorderingof thenounsin thenoun
phrasefrom which the complex nominal is built, the
sameargument is usedfor eachof the noun predicates
in the complex nominal. Similar to the above issue,a
questionmayreferto thesubject/object in anabbreviated
form, while the answerwill refer to the subject/object
in its full, proper form. For example in the correct
candidateanswerfor thequestion, “When wasMicrosoft
established?” , Microsoft is referred to as Microsoft
Corp.

An axiomis built suchthateachnounof thecomplex
nominal takesontheidentifyingargumentof thecomplex
nominal:
all x1 x2 x3 ( microsoft nn(x1) & corp nn(x2) &
nn nnc(x3,x1,x2) � microsoft nn(x3) & corp nn(x3))
Similaraxiomsareusedfor coordinatedconjunctionsde-
tectedin theanswerandthequestion.Theseareconsid-
eredweakaxioms,andany proof thatusesthemwill be
penalizedby beinggivena lowerscorethanthosethatdo
not.

Appositions
A candidateanswerfor aquestionmayuseanapposition
to describethe subject/object of the answer. The ques-
tion may refer to the subject/object by this apposition.
For example in the question, “Name thedesignerof the
shoethat spawnedmillions of plastic imitations, known
as jellies” , thecandidate answer, “..Italia n AndreaPfis-
ter , designer of the1979 ” birdcage” shoethatspawned
millions of plasticimitations,knownas” jellies ...” uses
anappositionto describethedesigner.

An axiomis built to link theheadof thenoun phrases
in theappositionsuchthatthey sharethesameargument:

all x12 x13 x14 x15 x17 x18 x19 (ital-
ian nn(x12) & andreann(x13) & pfisterNN(x14)
& nn nnc(x15,x12,x13,x14) � designer nn(x15) &
of in(x15,x17) & 1979nn(x17) & bird nn(x18) &
cagenn(x19))

Possesives
A question/answersubstitutesthe useof a possesive by
usinganof or by preposition. For example, in theques-
tion, “What wasthe length of the Wright brothers’ first
flight?” , thecandidate answer, “Flying machines, which
got off the groundwith a 120 - foot flight by theWright
brothers in 1903...” impliesownershipusingthepreposi-
tion by to connecttheWright brothersto flight.

An axiomis built to connect by to thepossessive:
all x1 x2 (by in(x1,x2) � pos(x1,x2))

Equivalence classes for prepositions
Prepositions canbegroupedinto equivalenceclassesde-
pending on the context of the question,which is deter-
minedby theexpectedanswertype. In locationseeking
questionstheprepositionsatandin areofteninterchange-
able. Similarly for in andinto, andfromandof. In date
seekingquestionsin andof have interchangeablemean-
ingsasdoat andin. For example,in thequestion,“What
bodyof water doesthe ColoradoRiver flow into?” , the
candidate answer, “...the Colorado River flowedin the
Saltontroughabout 130 miles eastof SanDiego” , the
preposition in and into in the answertake in the same
meaning.

An axiomis built to link in to into:
all x1 x2 (in in(x1,x2) � into in(x1,x2))

Part of relations in location questions
A location seeking question may have a candidate
answerthat identifiesa locationby referring to a partof
the location. For example, in the question, “Where is
Devil ’s Tower?”, the answer, “American Indians won
another court battle over their right to worship without
interferenceat Devils Tower National Monumentin the
northeast corner of Wyoming”, identifiesWyoming as
the locationof Devil ’s Tower by referring to thepartof
Wyoming in which it lies. An axiom is built to connect
Wyomingto its part:
all x1 x2 x3 (corner nn(x1) & of in(x1,x2) &
wyoming nn(x2) � wyoming nn(x1) )

Attribute of relations in quantity seeking questions
A questionseekinga quantitymayhave a candidatean-
swer that implies quantity of subjectby prefixing the
quantity to the subject. For example in the question
“What is theheightof thetallestredwood?” theansweris
“329 feetMotherof Forest’sBig Basintallestredwood..”
An axiom is built to connectthe quantity to its subject,
redwood:
all x1 x2 ( quantity(x1) & redwood NN(x2) �
of in(x1,x2))



This is a weakaxiomsincetheproximity of redwood to
quantity in the answertext is not guaranteed. As men-
tionedfor thecomplex nominal andcoordinatedconjunc-
tion axioms,any proof thatusestheseaxioms shouldbe
penalizedandranked lower thanthosethatdo not. Note
that for this axiomto be effective, an axiom linking the
headsof theapposition is built:
all x8 x9 x10 x11 x12 (mother nn(x8) & of in(x8,x9)
& forest nn(x9) � big nn(x10) & basinnn(x11) &
nn nnc(x12,x10,x11) & s pos(x8,x12) & tall jj(x8) &
redwood nn(x8))

6 Control Strategy

Axiom partitioning mechanism
The searchstrategy usedis the Setof Support Strategy,
which partitions the axiomsusedduring the course of
a proof into thosethat have support and thosethat are
consideredauxiliary (Wos1988). Theaxioms with sup-
port areplacedin the Setof Support (SOS)list andare
intended to guide the proof. The auxiliary axiomsare
placedin the Usablelist andare usedto help the SOS
infer new clauses.This strategy restrictsthesearchsuch
thata new clauseis inferred if andonly if oneof its par-
ent clausescomefrom the Setof Support. The axioms
thatareplacedin theSOSarethecandidateanswers,the
questionnegated (to invoke the proof by contradiction),
andaxiomsrelatedto linking namedentitiesto answer
types.

Axioms placedin the Usablelist are: (1) Extended
WordNetaxioms,(2) NLP axioms,and(3) axiomsbased
on outsideworld knowledge,suchaspeopleandorgani-
zations.

Inference rules
Theinferencerule setsarebasedon hyperresolutionand
paramodulation. Hyperresolutionis aninferencerulethat
doesmultiple binary resolutionstepsin one,wherebi-
naryresolutionis aninferencemechanism that looks for
a positive literal in oneclauseandnegative form of that
sameliteral in another clausesuchthat the two literals
can be canceled, resulting in a newly inferred clause.
Paramodulationintroducesthenotion of equalitysubsti-
tution so that axiomsrepresenting equality in the proof
do not needto be explicitly included in the axiom lists.
Additionally, similar to hyperresolution, paramodulation
combinesmultiplesubstitutionstepsinto one.

All modern theorem proversusehyperresolution and
paramodulation inferencerules since they allow for a
morecompact andefficient proof by condensingmulti-
plestepsinto one.

COGEX will continue trying to find a proof until the
Setof Support becomes empty, a refutation is found, or
theproof scoredropsbelow apredefinedthreshold.

Two techniqueshavebeenimplementedin COGEXto

dealwith incompleteproofs:
1. Count the number of unifications/resolutionswith
termsin thequestionalongthelongestsearchpathin the
proof attempts,and
2. Relax the questionlogic form by incrementally un-
coupling argumentsin the predicates,and/or removing
prepositionsor modifiers thatarenotcrucialto themean-
ing of thetext.

For example in question, “How far is Yaroslavl from
Moscow?”acandidateansweris “.. Yaroslavl,a city 250
milesnorth of Moscow.” By droppingthe frompredicate
in thequestionmakestheproof succeedfor thecandidate
answer.

7 An example

Thefollowingexample illustrateshow all thesepiecesare
put together to generateanswerproofs.

Question108?:
Whichcompany createdtheInternetBrowserMosaic?

QLF:
organizationAT(x2) ) & company NN(x2) & cre-

ateVB(e1,x2,x6)& Internet NN(x3) & browserNN(x4)
& MosaicNN(x5) & nn NNC(x6,x3,x4,x5)

QuestionAxiom:
-(exists e1 x2 x3 x5 x6 ( organization at(x2) &
company nn(x2) & createvb(e1,x2,x6) & inter-
net nn(x3) & browsernn(x4) & mosaicnn(x5) &
nn nnc(x6,x3,x4,x5))).

Answer:
In particular, a program called Mosaic , developedby
the NationalCenterfor Supercomputing Applications (
NCSA ) at the University of Illinois at Urbana- Cham-
paign, is gainingpopularity asaneasyto usepoint and
click interfacefor searchingportionsof theInternet.

ALF:
In IN(x1,x28) & particularJJ(x29)& programNN(x1)
& call VB(e1,x27,x30) & MosaicNN(x2) & de-
velop VB(e2,x2,x31) & by IN(e2,x8) & Na-
tional NN(x3) & CenterNN(x4) & for NN(x5) &
Supercomputing NN(x6) & applicationNN(x7) &
nn NNC(x8,x3,x4,x5,x6,x7) & NCSA NN(x9) &
at IN(e2,x15) & University NN(x10) & of NN(x11)
& Illinois NN(x12) & at NN(x13) & UrbanaNN(x14)
& nn NNC(x15,x10,x11,x12,x13,x14) & Cham-
paignNN(x16) & gain VB(e3,x1,x17) & popu-
larity NN(x17) & as IN(e3,x32) & easyJJ(x33)
& useVB(e4,x34,x26) & point NN(x18) &
andCC(x26,x18,x21) & click NN(x19) & in-
terfaceNN(x20) & nn NNC(x21,x19,x20) &
for IN(x26,e5) & searchVB(e5,x26x22) & por-
tion NN(x22) & of IN(x22,x23) & Internet NN(x23)



AnswerAxiom:
existse1e2e3e4e5x1x10x11x12x13x14x15x16x17
x18x19x2 x20x21x22x23x26x27x28x3 x32x33x4
x5 x6 x7 x8 x9 (in in(e2,x28)& particular jj(x28) & pro-
gramnn(x1) & call vb(e1,x27,x1) & mosaicnn(x2) &
develop vb(e2,x8,x2) & by in(e2,x8) & nationalnn(x3)
& centernn(x4) & for nn(x5) & supercomputing nn(x6)
& applicationnn(x7) & nn nnc(x8,x3,x4,x5,x6,x7)
& ncsann(x9) & at in(x8,x15) & university nn(x10)
& of nn(x11) & illinois nn(x12) & at nn(x13) & ur-
banann(x14) & nn nnc(x15,x10,x11,x12,x13,x14)
& champaign nn(x16) & gain vb(e3,x2,x17)
& popularity nn(x17) & as in(e3,x32) &
easyjj(x33) & usevb(e4,x9,x2) & point nn(x18)
& andcc(x26,x18,x21) & click nn(x19) & inter-
facenn(x20) & nn nnc(x21,x19,x20) & for in(x26,e5)
& searchvb(e5,x2,x22) & portion nn(x22) &
of in(x22,x23) & internet nn(x23)).

Namedentityaxioms:
(1) all x3 x4 x5 x6 x7 x8 (national nn(x3) &
centernn(x4) & for nn(x5) & supercomputing nn(x6)
& applicationnn(x7) & nn nnc(x8,x3,x4,x5,x6,x7) �
organizationat(x8)).

(2) all x10 x11 x12 x13 x14 x15 (university nn(x10)
& of nn(x11) & illinois nn(x12) & at nn(x13) & ur-
banann(x14) & nn nnc(x15,x10,x11,x12,x13,x14) �
university at(x15)).

(3) all x16 (champaignnn(x16) � town at(x16)).

WordnetGlossaxioms:
Thequestioncontainedtheverbcreatewhile theanswer
contains the verb develop. In order to prove that this
answeris in fact correct,we needto detectand usea
lexical chain betweendevelop and create. WordNet
suppliesuswith thatchainsuchthat
develop � make andmake � create
Using WordNet glosses,this chain is transformed into
two axioms:
(4) existsx2 x3 x4 all e2x1 x7 (develop vb(e2,x7,x1) �
make vb(e2,x7,x1) & something nn(x1) & new jj(x1)
& suchjj(x1) & product nn(x2) & or cc(x4,x1,x3) &
mentaljj(x3) & artistic jj(x3) & creationnn(x3)).
(5) all e1 x1 x2 (make vb(e1,x1,x2) � cre-
atevb(e1,x1,x2) & manufacturevb(e1,x1,x2) &
man-madejj(x2) & product nn(x2)).

Furthermore, the question asks about the Internet
browser Mosiac, while the candidate answerrefers to
Mosaic. To provide the knowledge that the Internet
browserMosaic refersto the samething asMosaic, the
headof the complex nominal, InternetbrowserMosaic,
impliesits remainingcomponents.
(6) all x1 (mosaicnn(x1) � internet nn(x1) &
browsernn(x1)).

(7) all x1 x2 x3 x4 (mosaicnn(x1) & internetnn(x1) &
browsernn(x1) � nn nnc(x1,x1,x1,x1)).

Thenext stepis to build theSetof Support Axiom(s) for
theQuestion.Thequestionis negatedto invoketheproof
by contradiction
-(exists e1 x2 x3 x5 x6 ( organizationat(x2) & com-
pany nn(x2) & createvb(e1,x2,x6) & internetnn(x3) &
browser(x4) & mosaicnn(x5) & nn nnc(x6,x3,x4,x5))).
Next, link the answertype term, its modifiers, andany
prepositionalattachments to theanswertypeasa substi-
tutefor morerefinednamedentity recognition.
all x1 ( organizationat(x1)� company nn(x1)).
It remains to createaxiomsfor theALF of thecandidate
answerandto starttheproof.

TheProof
34 [] -develop vb(x22,x7,x1)�make vb(x22,x7,x1).
44 [] -make vb(x23,x1,x2) � createvb(x23,x1,x2).
74 [] - organizationat(x1)� company nn(x1).
121[] -mosaicnn(x1) � internet nn(x1).
122[] -mosaicnn(x1) � browsernn(x1).
123 [] -mosaicnn(x1) � -internet nn(x1) � -
browsernn(x1) � nn nnc(x1,x1,x1,x1).
294 [] - organizationat(x2) � -company nn(x2) � -
createvb(x34,x2,x6) � -internet nn(x3) � -browsernn(x4)
� -mosaicnn(x5) � -nn nnc(x6,x3,x4,x5).
299[] mosaicnn($c111).
300[] develop vb($c126,$c96,$c111).
302[] nationalnn($c103).
303[] centernn($c100).
304[] for nn($c99).
305[] supercomputing nn($c98).
306[] applicationnn($c97).
307[] nn nnc($c96,$c103,$c100,$c99,$c98,$c97).
332 [] -national nn(x3) � -centernn(x4) � -for nn(x5)
� -supercomputing nn(x6) � -application nn(x7) � -
nn nnc(x8,x3,x4,x5,x6,x7) � organization at(x8).
335[hyper,299,122] browsernn($c111).
336[hyper,299,121] internetnn($c111).
337 [hyper,336,123,299,335]
nn nnc($c111,$c111,$c111,$c111).
347[hyper,300,34] make vb($c126,$c96,$c111).
356[hyper,347,44] createvb($c126,$c96,$c111).
372 [hyper,332,302,303,304,305,306,307]
organizationat($c96).

373[hyper,372,74] company nn($c96).
374[hyper,373,294,372,356,336,335,299,337] $F.
Thenumberson theleft handsideof theproof summary
indicate the step number in the search,not the step
number in the proof. Through step 332 we see that
COGEX has selectedall the axioms it needs to prove
that the candidateanswer is correct for the question
posedto the QA system. Steps335 through 374 show
hyperresolutions that result in all the terms of the



questionbeingderived in theirpositive form sotheproof
by contradiction succeeds,which is indicatedby the $F
in thefinal stepandthehyperresolutionof all thederived
termswith thenegatedquestionfrom step1 of theproof.
Thesuccessof this proof booststhecandidateanswerto
thefirst position.

Whenthe proof fails, we deviseda way to incremen-
tally relaxsomeof theconditionsthathinder thecomple-
tion of the proof. This relaxationprocessputsweights
on the proof suchthat proofs weaker thana predefined
threshold arenotaccepted.

8 Results

COGEXwasimplementedandintegratedinto a state-of-
the-artQuestionAnsweringsystemthat participatedin
TREC 2002. All questions areattemptedby theprover,
but if the proof fails the QA systemresortsto otheran-
swerextraction methodsthatwerepartof thesystembe-
fore the prover. Thus, somequestions areansweredby
the QA systemwithout the prover, someonly by the
prover andsomeby both thenon-prover systemandthe
prover. Thecompletesystemanswered415questionsout
of 500 TREC 2002questions. Of these,206 were an-
sweredby COGEXbut someof theseanswerswerealso
providedby QA systemwithoutCOGEX.A carefulanal-
ysisindicatesthattheQA systemwithoutlogicproveran-
swered317questions andtheprover canansweronly 98
additional questions for which thesystemwithoutprover
failed.Table 1 summarizestheseresults.

Questions answeredby thecompletesystem 415
Questions answeredby COGEX 206
Questions answeredonly by COGEX 98
Questions answeredwithout COGEX 317

Table1: Performanceover 500TREC2002questions

Theaddedvalueof automatedreasoningto theQA sys-
temis 30.9% (98/317). This representsa significantim-
provementin theperformanceof thelogic prover for QA
over the onereported in (Moldovan2002). The failures
of the prover aredueprimarily to the lack of linguistic
axioms.

9 Discussion

A logic prover brings several advantagesto questionan-
swering,but at a highcost.Someadvantagesare:theca-
pability of pinpointing exactanswersthatotherwisewill
be missed,answerjustification,anda quantifiable mea-
sureof how closea systemis to providing an answer.
However, theimplementationof a QA logic prover is ex-
pensive asit requires logic representation of text, world
knowledgeaxioms anda large number of linguistic ax-
ioms,thatall take time to develop.
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