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by humans educated for thetask. The high cost
Abstract makes literal transcription unworkable for ASR

In automatic speech recogrition (ASR) enabled
applications for medical dictations, corpora of
literal transcriptions of speech are critical for
training both speaker independent and speaker
adapted acoustic modds. Obtaining these
transcriptions is both costly and time consuming.
Nontliteral transcriptions, onthe other hand, are
easy to dotain because they are generated in the
normal course of amedical transcription goeration.
This paper presents a method d automatically
generating texts that can take the place of literal
transcriptions for training acoustic and language
modds. ATRS' is an automatic transcription
reconstruction system that can produce near-literal
transcriptions with almost no human labor. We will
show that (i) adapted acoustic models trained on
ATRS data perform as well as or better than
adapted acoustic modds trained onliteral
transcriptions (as measured by recogrition
accuracy) and (i) language modes trained on
ATRS data have lower perplexity than language
modd s trained on norliteral data.

Introduction

Dictation appli cations of automatic speech
recogrition (ASR) require literal transcriptions of
speech in arder to train both speaker independent
and speaker adapted acoustic moddls. Literal
transcriptions may also be used to train stochastic
language models that need to perform well on
spontaneous or disfluent speech. With the
exception d personal desktop systems, however,
obtaining these transcriptions is costly and time
consuming since they must be produced manually
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applications that require adapted acoustic moddls
for thousands of talkers as wel as accurate
language mode s for idiosyncratic natural speech.

Nontliteral transcriptions, onthe other hand, are
easy to dotain because they are generated in the
normal course of a medical transcription goeration.
It has been previoudly shown by Wightman and
Harder (1999 that the nontliteral transcriptions can
be succesgully used in acoustic adaptation.
However, nortliteral transcriptions are incomplete.
They exclude many utterances that commonly
occur in medical dictation—fill ed pauses,
repetitions, repairs, ungrammetical phrases,
pleasantries, asides to the transcriptionist, etc.
Depending onthe talker, such material may
congtitute a significant portion d the dictation.

We present a method d automatically generating
texts that can take the place of literal transcriptions
for training acoustic and language modds. ATRS
is an automatic transcription reconstruction system
that can produce near-literal transcriptions with
amost no human labor.

Thefollowing sections will describe ATRS and
present experimental results from language and
acoustic modding. We will show that (i) adapted
acoustic models trained onATRS data perform as
well as or better than adapted acoustic modes
trained onliteral transcriptions (as measured by
recogrition accuracy) and (i) language models
trained onATRS data have lower perplexity than
language mode s trained on nonliteral data. Data
used in the experiments comes from medical
dictations. All of the dictations are telephore
speech.



1 Dictation Applications of ASR

The application for our work is medical dictation
over thetdephore. Medical dictation dffers from
other telephonybased ASR applications, e.g. airline
reservation systems, because the talkers are repeat
users and utterances are long Dictations usually
consist of 1-30 minutes of speech. The talkers call
in 3-5 days per week and produce between 1 and 12
dictations each day they call. Hence a medical
dictation geration has accessto haurs of speech
for each talker.

Spontaneous telephore speech presents additional
challenges that are caused partly by a poor acoustic
signal and partly by the disfluent nature of
spontaneous peech. A number of researchers have
noted the df ects of disfluencies on speech
recogrition and have suggested various approaches
to dealing with them at language modding and
post-processng stages. (Shriberg 1994 Shriberg
1996 Stolcke and Shriberg 1996 Stolcke @ al.
1998 Shriberg and Stolcke 1996 Siu and
Ostendaf 1996 Heanan et a. 1996 Medical over-
the-telephore dictations can be clasdfied as
Spontaneous or quasi-spontaneous discourse
(Pakhomov 1999 Pakhomov and Savova 1999.
Most physicians do nd read a script prepared in
advance, instead, they engage in spontaneous
mondogues that display the full spectrum of
disfluencies foundin conversational dialogsin
additionto aher "disfluencies’ characteristic of
dictated speech. An example of the latter iswhen a
physician gves instructions to the transcriptionist
to modify something in the preceding discourse,
sometimes as far as sveral paragraphs back.

Most ASR dictation appli cations focus on desktop
users; for example, Dragon IBM, Phili ps and
Lernout & Hauspieall sell desktop dictation
recogrizers that work on Hgh quality microphore
speech. Typically, the desktop system builds an
adapted acoustic modd if the talker "enralls’, i.e.
reads a prepared script that serves as aliteral
transcription. Forced alignment of the script and
the speech provides the input to acoustic modd
adaptation.

Enrollment makes it relatively easy to dbtain literal
transcriptions for adaptation. However, enroll ment
isnat feasible for dictation ower the telephore

primarily because most physicians will refuse to
takethetimeto enroll. The alternativeisto hire
humans who will type literal transcriptions of
dictation until enough have been accumulated to
build an adapted modd, an impractical solutionfor
alarge scale operation that processes geech from
thousands of talkers. ATRS is appealing because it
can generate an approximation d literal
transcription that can replace erollment scripts and
the need for manually generated literal
transcriptions.

2 ThreeClassesof Training Data

In this paper, training texts for language and
acoustic modes fall i nto threecategories:

Non-Literal: Nonliteral transcripts present the
meaning d what was gpoken in awritten form
appropriate for the domain. In a commercial
medical transcription gperation, the nontliteral
transcript will present the dictationin a format
appropriate for amedical record. Thistypically
invaves (i.) ignaingfill ed pauses, pleasantries,
and repests; (ii.) acting on drections for repairs
("delete the second paragraph and put thisin
instead..."); (iii.) adding nondictated punctuation;
(iv.) correcting gammatical errors; and (v.) re-
formatting certain phrases such as"Lungare
Clear", to a standard form such as "Lungs - Clear".

Literal: Literal transcriptions are exact
transcriptions of what was gpoken. Thisincludes
any dements nat found in the nontliteral transcript,
such as fill ed pauses (um's and ah's), pleasantries
and body nases ("thank yau very much, just a
moment, cough'), repeats, fragments, repairs and
directions for repairs, and asides (""make that
bold"). Literal transcriptions require significant
human eff ort, and therefore are expensive to
produce. Even thoughthey are carefully prepared,
some erors will be present in the result.

In their study o how humans deal with transcribing
spoken discourse, Lindsay and O'Conrell (1999
have found that literal transcripts were "far from
verbatim." (p.111) They find that the transcribersin
their study tended to have the most difficulty
transcribing hesitation phenamena, foll owed by
sentence fragments, adverbs and conjunctions and,
finally, nouns, verbs, adjectives and prepositions.



Our informal observations made from the
transcripts produced by highly trained medical
transcriptionists suggest approximately 5% error
margin and a gradation d errors smilar to

the one found by Lindsay and O'Conrell.

Semi-Literal: Semi-literal transcripts are derived
using nonliteral transcripts, the recogrizer output,
a set of grammars, a dictionary, and an interpreter
to integrate the recogrized material into the non
literal transcription. Semi-literal transcripts will
more closely resemble the literal transcripts, as
many d the dements missng from the nontliteral
transcripts will be restored.

3 Moded Adaptation

It iswdl known that ASR systems perform best
when acoustic models are adapted to a particular
talker’s geech. Thisiswhy commercial desktop
systems use arollment. Although lesswiddy
applied, language model adaptation based onlinear
interpolationis an eff ective technique for tailoring
stochastic grammars to particular domains of
discourse and to particular speakers (Savova et al.
(2000, Weng et al. (1997).

The training texts used in acoustic modeling come
from recogrizer-generated texts, literal
transcriptions or nortliteral transcriptions. Within
the family of transformation and combined
approaches to acoustic modding (Digalakis and
Neumeyer (1996, Strom (1996, Wightman and
Harder (1999, Hazen and Glass(1997) threebasic
adaptation methods can be identified: unsupervised,
supervised, or semi-supervised. Each adaptation
method depends on a diff erent type of training text.
What follows will briefly introduce the three
methodks.

Unsupervised adaptation relies onthe
recogrizer’s output as the text guiding the
adaptation. Efficacy of unsupervised adaptation
fully depends onthe recogrition accuracy. As
Wightman and Harder (1999 pointed aut,
unsupervised adaptation works well in [aboratory
condtions when the speech signal has large
bandwidth andis relatively “clean” of background
nase, throat clearings, and dher disturbances. In
laboratory condtions, the erors introduced by
unsupervised adaptation can be averaged aut by

using more data (Zavaliagkos and Colthurst, 1997);
however, in atedephony @erationwith degraded
input that is nat feasible.

Supervised adaptation is dependent onliteral
transcription avail abili ty andis widdy used in
enrollment in most desktop ASR systems. A
speaker’s geech sampleis transcribed verbatim
and then the speech signal is aligned with
pronunciations frame by frame for each individual
word. A speaker independent modd is augmented
to include the observations resulting from the
alignment.

Semi-supervised adaptation rests on the idea that
the speech signal can be partially aligned by using
of the recogrition autput and the nortliteral
transcription. A significant problem with semi-
supervised adaptationis that only the speech that
the recogrizer already recogrizes successully ends
up keing used for adaptation. This reinforces what
is already well represented in the modd.

Wightman and Harder (1999 report that semi-
supervised adaptation hes a positive side df ect of
excluding those segments of speech that were mis-
recogrized for reasons other than a poor acoustic
modd. They naethat background nase and
speech dsfluency are detrimental to the
unsupervised adaptation.

In addition to the two problems with semi-
supervised adaptation pointed out by Wightman
and Harder, we find ore more potential problem.
As aresult of matching the word labels produced
by the recogrizer and the nontliteral transcription,
some words may be skipped which may introduce
unnatural phore transitions at word boundaries.

L anguage model adaptation is nat an appropriate
domain for acoustic adaptation methods. However,
adapted language modds can be loosdly described
as spervised ar unsupervised, based onthe types
of training texts—literal or nonliteral—that were
used in buil ding the modd.

In the foll owing sections we will describe the
system of generating chta that iswell suited for
acoustic and language adaptation and present
results of experimental evaluation d this g/stem.



3.2 Generating semi-literal data

ATRS is basad onreconstruction d nontliteral
transcriptions to train utterance specific language
models. First, anonliteral transcriptionis used to
train an augmented probabili stic finite state model
(APF3SV) whichiis, in turn, used by the recogrizer
to re-recogrize the exact same utterance that the
nortliteral transcription was generated from. The
APF3M is constructed by linear interpolation d a
finite state modd where all transitional

probabili ties are equal to 1 with two ather
stochastic models.

One of the two modds is a background modd that
acoounts for expressons such as gredings,
thanking, false starts andrepairs. A list of these
out-of-transcription expressons is derived by
comparing already existing literal transcriptions
with their nonliteral transcription counterparts.
The other modd represents the same nortliteral
transcription populated with fill ed pauses (FP)
(“um’'sand ah’'s") using a stochastic FP modd
derived from arelatively large corpus of literal
transcriptions (Pakhomov, 1999 Pakhomov and
Savova, 1999.

pronunciations based onthe «isting dctionary
spdli ng-pronunciation alignments. The result of
interpolating these two background models is that
some of the transitional probabili ties foundin the
finite state modd are nolonger 1.

The language model so derived can nav be used to
produce a transcription that is likely to be moretrue
to what has actually been said than the nontliteral
transcription that we started to work with.

Further refinement of the new semi-literal
transcriptionis carried out by using dyramic
programming alignment ontherecognizer's
hypothesis (HY P) and the nontliteral transcription
that is used as reference (REF). The alignment
resultsin each HY P label being designated as a
MATCH, aDELETION, a SUBSTITUTION or an
INSERTION. Thoselabes present inthe HYP
stream that do nd alignwith anything in the REF
stream are designated as insertions and are assumed
to represent the out-of-transcription e ements of the
dictation. Thaselabdsthat doalignbut do nd
match are designated as aubstitutions. Finally, the
labels foundin the REF stream that do nd align
with anything in the HY P stream are designated as
deletions.
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Interpolation weights are establi shed empirically by
calculating the resulting modd’ s perplexity against
held aut data. Out-of-vocabulary (OOV) items are
handed provisionally by generating onthe-fly

Thefinal semi-literal transcriptionis constructed
differently dependng onthe intended purpose of



thetranscription. If the transcriptionwill be used
for acoustic modding, then the MATCHES, the
REF portion d SUBSTITUTIONS andthe HYP
portion d only thase INSERTIONS that represent
punctuation and fill ed pauses makeit into the final
semi-literal transcription. It isimportant to filter
out everything el se because acoustic moddingis
very sensitive to misalignment errors. Language
modding, onthe other hand, isless gnsitiveto
alignment errors; therefore, INSERTIONS and
DELETIONS can beintroduced into the semi-
literal transcription.

One method d ascertaining the quality of semi-
literal reconstructionis to measure its alignment
errors againgt literal data using a dynamic
programming application. By measuring the
correctness pread between ATRS and literal data,
aswedl asthe correctness pread between non
literal andliteral data, the ATRS alignment
correctnessrate was observed to be 4.4% higher
absolute over 774 dictationfiles tested. Chart 1
summarizes the results. The X axis represents the
number of dictations in each bin dsplayed along
the Y axis representing the % improvement over
the nontliteral counterparts. Theresults sroved
nearly all ATRS files had better alignment
correctnessthan their nonliteral counterparts. The
majority of the reconstructed dctations resemble
literal transcriptions between 1% and 8% better
than their nonliteral counterparts. These results
are statistically significant as evidenced by a t-test
at 0.05 corfidencelevd. Much o theincreasein
alignment can be attributed to theintroduction d
filled pauses by ATRS. However, ignaingfilled
pauses, we have observed informally that the
correctness sill i mprovesin ATRS files versus
nonliteral.

In the foll owing sections we will addressacoustic
and language moddling and show that semi-literal
training data is a goodsubstitute for literal data.

4 Experimental results

The usefulnessof semi-literal transcriptions was
evaluated in two ways: acoustic adaptation and
language modding.

4.1 Adapted acoustic model evaluation
Threespeaker adapted acoustic models were
trained for each o the 5 talkersin this gudy using
the threetypes of labd files and evaluated onthe
talker’ s testing chta.

4.1.1 Setup
The data coll ected for each talker were split into
testing and training.

Training Data

45-55 minutes of audio data was coll ected for each
of the six talkers in this experiment:

A female
B female
C male
D male
F female

All talkers are native speakers of Engish, two
males and threefemales.

Non-literal transcriptions of this data were
obtained in the course of normal transcription
operation where trained medical transcriptionists
record the dictations whil e filtering aut disfluency,
asides and ungrammetical utterances.

Literal transcriptions were obtained by having 5
medical transcriptionists gecialy trained na to
filter out disfluency and asides transcribe all the
dictations used in this gudy.

Semi-literal transcriptions were obtained with the
system described in section 5 of this paper.

Testing Data

Threedictations (0.5 — 2 min) each were pulled out
of the Literal transcriptions training set and set
aside for each talker for testing.

Recognition and evaluation software and
formalism

Software li censed from Entropic Laboratory was
used for performing recogrition, evaluating
accuracy and acoustic adaptation. (Valtchev, et al.
(1998). Adapted modds were trained using MLLR



technique (Legetter and Woodand, (1996)
avail able as part of the Entropic package.

Recogrition accuracy and correctnessreported in
this sudy were calculated according to the
following formulas:

Acc = hits—insertions/ total words
Correctness= hits/ total words

(1)
2

4.1.2 Experiment

Thefollowing Acoustic Modds were trained via
adaptation with a general SI mode for each talker
using all available data (except for the testing chta).
Each modd’ s name reflects the kind d label data
that was used for training.

LITERAL

Each audio file was aligned with the correspondng
literal transcription.

NON-LITERAL

Each audio file was recogrized using Sl acoustic
and language modds. The recogrition autput was
aligned with the nontliteral transcription using
dyramic programming. Only those portions of
audio that corresponded to drect matchesin the
alignment were used to produce ali gnments for
acoustic modeling. This methodwas originally used
for medical dictations by Wightman and Harder
(1999.

SEMI-LITERAL

Each audio fil e has been processed to produce a
semi-literal transcription that was then aligned with
recogrition output generated in the processof
creating semi-literal transcriptions. The portions of
the audio correspondng to matching segments were
used for acoustic adaptation training.

The SI modd had been trained onall available at
the time (12 hours)® similar medical dictations to
the ones used in this gudy. The data for the

2 Although 50-100 hours of data for SI moddling is the
industry standard, the population we are dealing with is
highly homogeneous and reasonable results can be
obtained with lessr amount of data.

speakersin this dudy were not used in training the
Sl modd.

4.1.3 Results

Table 1 shows the test results. As expected, both
recogrition accuracy and correctnessincrease with
any o the threekinds of adaptation. Adaptation
using Literal transcriptions yields an owerall
10.84% absolute gain in correctnessand 11.49% in
accuracy over the basdine.

Adaptation using Norliteral transcriptions yieds
an owerall 6.36 % absolute gain in correctnessand
5.23 % in accuracy over the basdine. Adaptation
with Semi-literal transcriptions yields an owerall
11.39 % absolute gain in correctnessand 11.05 %
in acauracy over the basdine. No statistical
significance tests were performed onthis data.

Baseline (S) [Literal Semi-literal [Non-literal
% % % %

Talker|/Cor |Acc |Cor |Acc [Cor |Acc [Cor |Acc

A 58.76 [48.47 [66.57 [58.09 68 5828 [64.76 [51.8

4128 32.2 [58.36 |49.46 [64.59 [56.22 (55.87 |44.66

57.22 [54.99 [64.38 [61.54 [61.25 [59.31 [60.65 [58.71

56.86 [51.47 68.69 |63.3 [65.91 [59.13 [64.69 58.26

M| Ol O @

54.83 [43.69 [61.97 [53.57 [64.7 [54.41 61.13 4873

IAVG [5249 4481 163.33 [56.3 |63.81 [55.86 (58.85 [50.04

Table 1. Recognition results for three adaptation
methods

4.1.4 Discussion

Theresults of this experiment provide additional
support for using automatically generated semi-
literal transcriptions as a viable (and posshbly
superior) substitute for literal data. The fact that
threeSEMI-LITERAL adapted AM’s out of 5
performed better than their LITERAL counterparts
seans to indicate that there may be undesirable
noise ather in theliteral transcriptions or in the
correspondng audio. It may also be dueto the
relatively small amount of training cata used for Sl
modding thus providing a basdine that can be
improved with little dfort. However, the results
gtill i ndicate that generating semi-literal
transcriptions may help eiminate the undesirable
noise and, at the sametime, get the benefits of
broader coverage that semi-literal transcripts can
afford over NON-LITERAL transcriptions.



4.2 Language M odel Evaluation

For ASR appli cations where there are significant
discrepancies between an utterance and its formal
transcription, theinclusion d literal datain the
language modd can reduce language modd
perplexity andimprove recogrition acauracy. In
medical transcription, the nonliteral texts typically
depart from what has actually been said. Hence if
the talker says "lungs are clear" or "lungs sound
pretty clear”, the typed transcriptionis likely to
have "Lungs - clear”". In addtion, as we noted
earlier, the nontliteral transcription will omit
disfluencies and asides and will correct
grammatical errors.

Literal and semi-literal texts can be added orto
language modd training data or interpolated into
an existing language moddl. Below we will present
results of alanguage moddling experiment that
compares language modes built from literal, semi-
literal and nonliteral versions of the sametraining
set. Theresults substantiate our claim that
automatically generated semi-literal transcription
can lead to a significant improvement in language
modd quality.

In arder to test the proposed method s suitabili ty
for language modding, we constructed three
trigram language models and used perplexity as the
measure of the modds goodress

Setup

The following modds were trained onthree
versions of a270,000-word corpus. The size of the
training corpus is dictated by avail abili ty of literal
transcriptions. The vocabulary was derived from a
combination d all threecorporato kegp the OOV
rate constant.

LL M — language modd built from a corpus of
literal transcriptions

NLM —language modd built from nortliteral

transcriptions

SLM — language modd built from semi-literal
transcriptions

Approximately 5,000-word literal transcriptions
corpus consisting d 24 dictations was st aside for
testing

Results

Theresults of perplexity tests of the threemodds
onthe held-out data & 3-gram leve are
summarized in Table 2. The tests were carried aut
using the Entropic Transcriber Todkit

It is apparent that SLM yields considerably better
perplexity than NLM, which ind cates that although
semi-literal transcriptions are nat as goodas actual
literal transcriptions, they are more suitable for

Perplexity OOV rate (%)
LLM 185 2.61
NLM 613 2.61
SLM 313 261

Table 2. Perplexity testson LLM, NLM, SLM

language modeling than nonliteral transcriptions.
These results are obtained with 270,000 words of
training cata; however, the typical amount is
dozens of milli on. We would expect the diff erences
in perplexity to become smaller with larger
amounts of training cata.

Conclusions and future work

We have described ATRS, a system for
reconstructing semi-literal transcriptions
automatically. ATRS texts can beused asa
substitute for literal transcriptions when the cost
andtime required for generating literal
transcriptions are infeasible, e.g. in ateephony
based transcription @eration that processes
thousands of acoustic and language modds. Texts
produced with ATRS were used in training speaker
adapted acoustic modds, speaker independent
acoustic modds and language models.
Experimental results show that modedls built from
ATRS training data yied performance results that
are ejuivalent to those obtained with modes
trained onliteral transcriptions. In the future, we
will addresstheisaue of the amount of training cata
for the SI modd. Also, current ATRS system does
nat take advantage of various confidence scores
availablein leading recogntion engines. We

beli eve that using such confidence measures can
improve the generation d semi-literal transcriptions
considerably. Wewould also like to investigate the
point at which the size of the various kinds of data




used for adaptation stops making improvements in
recogrition accuracy.
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