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Abstract
This paper focuses on supervised hypernymy detection using distributional representations for unknown word pairs. Levy et al. (2015)
demonstrated that supervised hypernymy detection suffers from overfitting hypernyms in training data. We show that the problem of
overfitting on this task is caused by a characteristic of datasets, which stems from the inherent structure of the language resources used,
hierarchical thesauri. The simple data preprocessing method proposed in this paper alleviates this problem. To be more precise, we
demonstrate through experiments that the problem that hypernymy classifiers overfit hypernyms in training data comes from a skewed
word frequency distribution brought by the quasi-tree structure of a thesaurus, which is a major resource of lexical semantic relation
data, and propose a simple undersampling method based on word frequencies that can effectively alleviate overfitting and improve
distributional prototypicality learning for unknown word pairs.
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1. Introduction
Detecting hypernymy relations between unknown words
contributes to Taxonomy Induction, which induces a tax-
onomy in a new domain (Panchenko et al., 2016).
Supervised distributional hypernymy detection represents
each word pair (x, y) as combined distributional represen-
tations, and trains a classifier that discriminates based on
whether the word pair has a relation. Frequently used meth-
ods for combining word representations include vector con-
catenation ~x ⊕ ~y (CONCAT) and difference ~y − ~x (DIFF)
(Baroni et al., 2012; Fu et al., 2014; Roller et al., 2014;
Weeds et al., 2014; Vylomova et al., 2016). The supervised
methods have been reported to be better than the distribu-
tional unsupervised measures (Roller et al., 2014; Weeds et
al., 2014).
However, Levy et al. (2015) demonstrated that supervised
classifiers have some problems. Two major problems are as
follows:

Problem 1 Classifiers do not learn relations in word pairs
but only learn distributional prototypicality at best.

Problem 2 Classifiers overfit hypernyms, especially those
in training data (lexical memorization).

Distributional prototypicality, if learned correctly, is still
useful. Shwartz et al. (2016) integrated this information
into their neural path-based model, which captures rela-
tions between two words, and improved the performance
significantly. Roller and Erk (2016) demonstrated that the
prototypicality learned by CONCAT captures Hearst pat-
terns such as ”fruits such as apples.” Their method using
the CONCAT model as a feature detector has high general-
ization performance. Thus, resolving Problem 2 is expected
to improve the performance of the previous models.
In this paper, we investigate why classifiers overfit hyper-
nyms in training data. We analyze this problem from the
point of view of the skewed distribution of frequencies of
hypernyms in training data, which stems from the inher-
ent structure of language resources such as hierarchical the-

sauri. We show that an imbalance of word frequencies ad-
versely affects classifiers, and we verify our analysis by ex-
periments.
Moreover, we show that a simple undersampling method
to balance frequencies of words in training data effec-
tively alleviates the overfitting of hypernyms. Our experi-
ment demonstrates that the undersampling method success-
fully improves the generalization performance for unknown
word pairs.

2. Problems of Supervised Methods
Problem 1 is demonstrated by the tendency that supervised
classifiers incorrectly assign hypernymy labels to switched
pairs, which are mismatched instance-category pairs, e.g.,
(apple, vehicle). Levy et al. (2015) provided a mathemati-
cal analysis on why linear classifiers cannot learn word re-
lations. The forms of DIFF and CONCAT can be described
as follows:

DIFF (x, y; ~θ) = ~θ · (~y − ~x)
= ~θ · ~y − ~θ · ~x (1)

CONCAT (x, y; ~θ1, ~θ2) = (~θ1 ⊕ ~θ2) · (~x⊕ ~y)
= ~θ1 · ~x+ ~θ2 · ~y (2)

where ~θ and (~θ1, ~θ2) are parameter vectors of DIFF and
CONCAT, respectively. While the parameter vectors of
DIFF and CONCAT can be interpreted as distributional
prototypicality, these methods do not consider interactions
between x and y. Thus, they cannot capture the relation
between the word pair. Levy et al. (2015) also tried to
use nonlinear kernel SVM, which can capture interactions
between word vectors. However, the improvements were
marginal.
Problem 2 is demonstrated by the fact that when the train-
ing data and test data have no lexical overlap (lexical split
setting), classifiers perform extremely poorly. Levy et al.
(2015) also showed that even if classifiers learn with only
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Dataset Mean Median Mean-Median Max Min

HyperLEX hyper 2.37 1 1.37 62 1
hypo 1.18 1 0.18 4 1

EVALution hyper 2.73 1 1.73 71 1
hypo 1.54 1 0.54 7 1

LEDS hyper 3.41 1 2.41 60 1
hypo 1.21 1 0.21 4 1

Table 1: Statistics of word frequencies in each position of hypernymy pairs of each dataset.

Figure 1: Strip plot of frequencies of hypernyms and hy-
ponyms on each dataset.

~y of word pair (x, y), their performance does not decrease
so much in the lexical split setting. This indicates that clas-
sifiers ignore x’s information. Problem 2 makes classifiers
incapable of appropriately classifying words not included
in the training data. This is a critical issue for a downstream
task such as Taxonomy Induction.
While Problem 1 was provided with sufficient analysis by
Levy et al. (2015), why do the classifiers overfit hypernyms
in training data and ignore the information of hyponyms?
This is the problem we address in this paper.

3. A Reason for Overfitting Hypernyms
We build a hypothesis that focuses on the distribution of
hypernym frequencies1 of training data to investigate what
causes the overfitting of hypernyms.
Thesauri, major resources of word relation datasets, typ-
ically have a quasi-tree structure. One word/concept can
have many hyponyms, but only one or a few hypernyms.
If word pairs are extracted from thesauri, in training data,
the same words that have general meanings appear natu-
rally many times at the hypernym position of word tuples.
As a result, the distribution of frequencies of a particular
word being a hypernym of other words in training data be-
comes skewed in that the distribution is long-tailed or has
many outliers. Figure 1 displays strip plots of the frequen-
cies of hypernyms and hyponyms on three datasets: Hyper-
LEX (Vulić, Ivan and Gerz, Daniela and Kiela, Douwe and
Korhonen, Anna, 2016), EVAlution (Santus, Enrico and

1In this paper, we use hypernym/hyponym frequency as the fre-
quency of a particular word being a hypernym/hyponym of other
words in word pair data.

Yung, Frances and Lenci, Alessandro and Huang, Chu-Ren,
2015), and LEDS (Baroni, Marco and Bernardi, Raffaella
and Do, Ngoc-Quynh and Shan, Chung-chieh, 2012). Table
1 displays the statistics of the word frequencies in each po-
sition of the hypernymy pairs of each dataset, where the dif-
ference of the mean and median of the hypernym position
are larger than those of the hyponym position. These shows
that the hypernym frequencies are largely skewed, while the
hyponym frequencies are slightly skewed on all datasets.
In these datasets, general and common hypernyms, such as
food, animal, and vehicle, have significantly high frequen-
cies.
How does this property affect DIFF and CONCAT? In
training data, the number of types of hypernyms is small,
and some types appear many times, while the number of
types of hyponyms is large, and each type appears only
a few times. Thus, words with a hypernym position have
tendencies such as domain similarity in addition to the ex-
pected features of the prototypical hypernymy, while words
with a hyponym position have few tendencies. This makes
DIFF and CONCAT concentrate on repeated hypernym
vectors ~y and ignore −~θ · ~x in equation (1) and ~θ1 · ~x in
equation (2), as hyponyms share fewer features than do du-
plicating hypernyms. The biased supervised training shifts
the parameter vectors to the features of hypernyms rather
than to the true prototypicality, and results in overfitting
hypernyms in the training data and ignoring hyponym in-
formation.

3.1. Experiments
To confirm our hypothesis, we conduct two experiments.
First, we investigate how the skewed distribution of words
affects the performance of the classifiers by adding extra
pairs to the training data. Second, we examine the correla-
tion between the hypernym frequencies and the mean inner
products of the trained parameter vector (distributional pro-
totypicality) and the feature vectors.

3.1.1. Setup
For distributional representation, we exploit the pretrained
dependency word embeddings of Levy and Goldberg
(2014). For datasets, we use HyperLEX, EVAlution, and
LEDS. Only noun pairs of each dataset are used in our ex-
periments. We remove samples containing words out of
the vocabulary of the representations. We split each dataset
into train/test subsets while keeping a roughly 75/25 ratio
in random/lexical splitting.2

2For HyperLEX, we use the standard train/test/dev splits that
were provided in the dataset. In our experiment, the development
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Split HyperLEX EVAlution LEDS
random 607 (+1616) 880 (+2456) 328 (+2074)
lexical 586 (+1051) 547 (+799) 303 (+719)

Table 2: Numbers of added samples with frequent hyper-
nyms. Values in parentheses show numbers of original
training samples.

Figure 2: Plot of performance scores of DIFF and CON-
CAT classifiers in random and lexical splitting on Hyper-
LEX.

We use logistic regression with L2 regularization for classi-
fiers, exploiting scikit-learn3 (Pedregosa et al., 2011) with
the default hyperparameters, with the exception of the use
of balanced class weights.

3.1.2. Skewed Distribution Influence
To investigate how skewed distributions of words affect the
performance, we conduct the following experiment:
We extract the 10 most frequent hypernyms from the train-
ing data. Then, we extract direct hypernymy pairs with
these frequent hypernyms from WordNet (Fellbaum, Chris-
tiane, 1998) and add the pairs that are not included in ei-
ther the training or the test data to the training data.4 This
process makes the distribution of hypernym frequencies in
training data more skewed. The numbers of the added sam-
ples are listed in Table 2. We evaluate the performance of
classifiers in random and lexical splitting when adding new
pairs for each splitting.
Figure 2 shows the results for HyperLEX. We obtained sim-
ilar results for the other datasets. We can see that the more
skewed the hypernym frequencies in the training data, the
higher the precision and the lower the recall, dropping the
F1 score as a result.5 This tendency can be interpreted in
that the classifiers focus only on frequent hypernyms in the
training data and fail to correctly classify hypernymy pairs
with infrequent hypernyms. This experiment demonstrates
that skewed distributions of words give rise to overfitting.

3.1.3. Correlation Experiment
We train DIFF and CONCAT classifiers on each entire
dataset without splitting, and examine the correlation be-

set and the training set are merged, producing the new training set.
3http://scikit-learn.org/stable/
4In lexical split settings, we add only the pairs that do not con-

tain the vocabulary of the test data.
5Only in the random splitting on LEDS does adding samples

slightly lower the precision of DIFF (0.780 → 0.777).

tween the hypernym frequencies and the mean of the in-
ner products of the trained parameter vector and combined
word representations on each hypernym frequency.
If the classifier goes through the ideal supervised learning,
the obtained prototypical hypernymy, namely the parame-
ter vector, should be irrelevant to frequencies of hypernyms
in the training data. However, the correlations are signif-
icantly high at all settings (ρ > 0.7)6. This indicates that
hypernym frequencies in the training data have a relation-
ship to overfitting.
These two experiments demonstrate that a skewed distri-
bution of hypernyms is a major factor in overfitting hyper-
nyms. In addition, it leads to the ignoring of information
about hyponyms whose distribution is not skewed.

4. Undersampling Method
Based on the analyses of Section 3, we propose an under-
sampling method to alleviate the overfitting of hypernyms
and improve distributional prototypicality learning.
This method first calculates the third quartile of the hy-
pernym frequencies in training data and removes from the
training data hypernymy pairs including hypernyms that are
more frequent than the third quartile. For each hypernym
of those pairs, randomly chosen portions are brought back
until the frequency of the hypernym matches the third quar-
tile7.
This is a simple method to correct the skew of the distribu-
tion of the frequencies of hypernyms in training data. We
call this method lexical undersampling (LU), which is ex-
pected to alleviate overfitting hypernyms and improve the
classifiers’ performance on unknown word pairs.

4.1. Experiments and Results
We use the same datasets, word representations, and logis-
tic regression model described in Section 3.1.1. The base-
lines are CONCAT and DIFF models with no data augmen-
tation method.
Table 3 displays the results for each dataset. In almost all
settings, LU lowers the precision but improves the recall,
with the exception of CONCAT on the lexical split setting
of EVAlution. This is the opposite trend as what was seen
in Section 3.1.2. Thus, it seems that the overfitting of hy-
pernyms is alleviated.
In almost all of the random split settings where classifiers
benefit from lexical memorization, the baseline model out-
performs +LU on F1 with the exception of DIFF on Hy-
perLEX. This might be because LU makes it difficult for
the models to take advantage of lexical memorization be-
cause of undersampling. These results indicate that LU is
not beneficial to the random split because LU disturbs lex-
ical memorization.
In all of the lexical split settings where the performance
for unknown word pairs is evaluated, +LU outperforms the
baselines on F1 for both CONCAT and DIFF. These re-
sults demonstrate that LU improves the learned distribu-
tional prototypicality and the generalization performance

6The actual values in each dataset are listed in Table 4 along
with the results of later proposals.

7If the third quartile has a decimal point, it is rounded off.
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Dataset Method DIFF CONCAT
precision recall F1 precision recall F1

Random split

HyperLEX baseline 0.749 0.731 0.740 0.791 0.759 0.775
+LU 0.728 0.795 0.760 0.753 0.795 0.773

EVAlution baseline 0.507 0.611 0.554 0.528 0.655 0.585
+LU 0.441 0.624 0.517 0.477 0.668 0.556

LEDS baseline 0.780 0.836 0.807 0.766 0.824 0.794
+LU 0.765 0.841 0.802 0.756 0.827 0.790

Lexical split

HyperLEX baseline 0.687 0.568 0.622 0.700 0.605 0.649
+LU 0.654 0.630 0.642 0.667 0.741 0.702

EVAlution baseline 0.424 0.574 0.488 0.466 0.603 0.526
+LU 0.410 0.632 0.497 0.479 0.662 0.556

LEDS baseline 0.782 0.601 0.680 0.821 0.608 0.699
+LU 0.763 0.629 0.690 0.769 0.699 0.733

Table 3: Performance for each model and splitting.

Method baseline +LU
DIFF CONCAT DIFF CONCAT

HyperLEX 0.719 0.767 0.573 0.655
EVAlution 0.833 0.720 0.110 0.111

LEDS 0.744 0.710 0.347 -0.551

Table 4: Correlation between frequency of hypernyms in
data and mean inner products.

base +LU
HyperLEX 0.488 0.668
EVAlution 0.471 0.750

LEDS 0.877 1.143

Table 5: Ratio of mean of squared parameters of hyponym
to that of hypernym on CONCAT models.

for unknown words. These results indicate that LU is ef-
fective for unknown word pairs. Handling unknown words
well is important to applications such as taxonomy induc-
tion. It is also possible to change the model depending on
whether a pair in question includes a known word.

4.1.1. Diminished Correlation
In addition, we apply LU to the correlation experiments of
Section 3.1.3. We use LU when learning the distributional
prototypicality, and calculate the correlation with the orig-
inal dataset. Table 4 shows that LU successfully dimin-
ishes the correlations and reduces the bias to frequent hy-
pernyms. The negative correlation for CONCAT on LEDS
might be because two-thirds of the negative samples of this
dataset are switched pairs derived from the positive sam-
ples, which makes the frequent hypernyms negative signals
when LU is applied.

4.1.2. Well-Balanced Weighted Features
In order to explore how the models weight words at the hy-
pernym and hyponym positions, we investigate the ratio of
the mean of the squared parameters of the hyponym posi-
tion to that of the hypernym position of the CONCAT clas-

Roller and Erk (2016) +LU
HyperLEX 0.667 0.712
EVAlution 0.538 0.573

LEDS 0.772 0.801

Table 6: F1 score of Roller and Erk (2016) in lexical split
setting.

sifiers on each dataset. If the ratio is close to 1, the model
equally weights the word at each position. On the other
hand, if the ratio is close to 0, the model weights only the
hypernym position word, which indicates that the model
ignores the hyponym position word. Table 5 displays the
ratio for each dataset. We can see that LU makes the clas-
sifiers focus more on the words of hyponym positions in all
datasets. Applying LU successfully obtains a ratio close to
1 for HyperLEX and EVAlution, although it reverses the ra-
tio for LEDS for the same reason as the negative correlation
in Table 3. This means that the classifiers trained with LU
on these datasets assign weights more equally to the hyper-
nym vector and the hyponym vector. These results indicate
that LU alleviates overfitting hypernyms and ignoring hy-
ponyms.

4.1.3. Contributing to Sophisticated Methods
Finally, LU contributes to the generalization performance
of sophisticated methods using a distributional prototypi-
cality such as that seen in Roller and Erk (2016) by provid-
ing valid components.
The model of Roller and Erk (2016) works through an itera-
tive procedure similar to Principal Component Analysis, in
which CONCAT is trained as a feature detector capturing
a distributional prototypicality, and then this information is
removed from the CONCAT vectors, resulting in a vector
rejection. Training is repeated using the obtained vector re-
jection. With the CONCAT’s parameters as a feature detec-
tor of distributional prototypicality, each process produces
meta-features including the similarity of two words, hyper-
nymy prototypicality, and distributional inclusion. After n
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times of feature extracting, the final classifier is trained with
these meta-features.
We apply LU to the feature detection step of their model
and examine the F1 in the lexical split setting8. Table
6 shows that LU significantly improves the performance
in the lexical split setting. This result demonstrates that
the methods exploiting distributional prototypicality bene-
fit from our undersampling method.

5. Conclusion
We investigated why classifiers overfit hypernyms in super-
vised distributional hypernymy detection. We showed that
the skewed distribution of hypernym frequencies of train-
ing data makes classifiers overfit hypernyms and ignore hy-
ponym information. This problem exemplifies the complex
relationship between a task and its datasets.
Moreover, we proposed a simple undersampling method,
lexical undersampling, to balance the hypernym frequen-
cies in the training data. We demonstrated that this method
successfully alleviates the overfit, and improves the distri-
butional prototypicality learned by the classifiers and their
generalization performance for unknown word pairs.
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