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Abstract
The paper offers a quantitative and qualitative analysis of explicit inter- and intra-sentential discourse connectives in Turkish Discourse
Bank, or TDB version 1.1, a multi-genre resource of written Turkish manually annotated at the discourse level following the goals and
principles of Penn Discourse TreeBank. TDB 1.1 is a 40K-word corpus involving all major discourse relation types (explicit discourse
relations at intra- and inter-sentential positions, implicit discourse relations, alternative lexicalizations and entity relations) along with
their senses and the text spans they relate. The paper focuses on the addition of a new set of explicit intra-sentential connectives to TDB
1.1, namely converbs (a subset of subordinators), which are suffixal connectives mostly corresponding to subordinating conjunctions
in European languages. An evaluation of the converb sense annotations is provided. Then, with corpus statistics, explicit intra- and
inter-sentential connectives are compared in terms of their frequency of occurrence and with respect to the senses they convey. The
results suggest that the subordinators tend to select certain senses not selected by explicit inter-sentential discourse connectives in the

data. Overall, our findings offer a promising direction for future NLP tasks in Turkish.
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1. Introduction

Discourse parsing is a challenging task for NLP. It involves
various subtasks, such as discourse connective detection,
argument detection and sense prediction. Since the release
of discourse treebanks, particularly PDTB (Prasad et al.,
2014), work on discourse parsing has gained an impetus.
But most of this work is on English or European languages;
work on other languages is scarce. Turkish Discourse Bank,
or TDB, a multi-genre corpus of written Turkish, has been
created with this motivation. It has the goal of providing re-
searchers with a clearly defined level of discourse structure
and semantics and support NLP and LT research in Turk-
ish (Zeyrek and Webber, 2008)." Following the rules and
principles of PDTB, TDB (version 1.0) has annotated 8483
relations made salient by explicit discourse connectives, in-
volving the discourse connective itself as well as the two
text spans it relates (Demirsahin and Zeyrek, 2017).

Discourse relations not only hold between adjacent sen-
tences (inter-sententially) but can also exist between
clauses within a single sentence (intra-sententially). While
TDB 1.0 is a richly annotated resource of explicit discourse
connectives, it does not annotate all types of intra-sentential
discourse connectives and leaves out senses as well as other
major discourse relation types that PDTB annotates. Given
the need to create a more complete version of TDB and
considering budgetary constraints, we have decided to en-
hance a modest portion of TDB 1.0 with new annotations.
Thus, TDB 1.1, a 40K-word subcorpus has been created
as described in Zeyrek and Kurfali (2017). The subcor-
pus includes a collection of 20 text files (each with 2.000
words) distributed according to the genres covered by TDB
1.0 with the following frequencies: fiction (novel and short

'In creating TDB, we are concerned with the local level of
discourse, a term we use for low-level relations such as discourse
relations (Hobbs, 1985). Thus, as in PDTB, we do not commit
ourselves to a description of discourse at the global level.

story) (35%), news (30%), research monograph (2%), mag-
azine article (2%), memoir (2%), interview (1%).2
Previous research has shown that parsing decisions condi-
tioned on whether the relation is intra- or inter-sentential
yields more effective parsing than decisions based on a sin-
gle model approach (Stepanov and Riccardi, 2013). In this
paper, our focus is what we can gain by considering the
distribution of intra- and inter-sentential discourse relations
across the corpus and by considering their senses. To this
end, we have added converbs, a group of explicit intra-
sentential discourse connectives, which were missing in
TDB 1.1. Briefly, converbs are suffixal connectives and are
a subset of subordinators, which also include postpositions.
We first describe this enhancement on the corpus. Then, we
assess the distribution of explicit inter- and intra-sentential
discourse connectives and evaluate the converb annotations
with respect to their senses. The corpus statistics suggest
that (a) explicit intra-sentential connectives quantitatively
overweigh explicit inter-sentential connectives, (b) explicit
intra-sentential discourse connectives belonging to the sub-
ordinator type tend to select certain senses not selected by
explicit inter-sentential connectives. We suggest that these
findings are promising for future discourse parsing efforts
of Turkish.

The rest of the paper is organized as follows: §2. starts with
a brief overview of the TDB project and the underlying ap-
proach to discourse is provided. It continues with §2.1., a
section on the major annotation categories and a descrip-
tion of intra- and inter-sentential connections. In §2.2., the
addition of converbs is explained and an evaluation with
respect to their sense tags is presented. §3. introduces the
results of a quantitative analysis of explicit inter-sentential
and explicit intra-sentential discourse connectives in TDB
1.1, providing frequency lists and examples from the cor-

YInformation regarding TDB can be accessed at:
http://www.textlink.ii.metu.edu.tr/turkish-discourse-bank.
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pus. §4. includes an analysis of intra- vs. inter-sentential
connections based on senses and discusses the possible im-
plications of the current analysis on Turkish discourse pars-
ing research. Finally, §5. summarizes and concludes the
study.

2. Goals and Principles of TDB

In this section, the major annotation categories of TDB are
explained as the basis of our work in the current paper.
The annotation scheme reflects our approach to discourse,
which we adopt from years of research in discourse as well
as the PDTB principles.

Our annotation scheme aims to capture discourse relations
such as contrast, expansion, contingency, etc. that hold be-
tween two text spans. As in the PDTB framework, we take
discourse relations as a lexically-grounded phenomenon,
where each discourse relation is anchored to a discourse
connective. The annotations are created by a tool specifi-
cally designed for the TDB project. The TDB tool is a Java-
based infrastructure with output representations in XML. It
uses standoff annotation methodology, where the beginning
and end offsets of the annotated content are kept (Aktas et
al., 2010).

We refer to the lexical anchors of discourse relations as dis-
course connectives (DCs), which are often (but not limited
to) syntactic classes, e.g. conjunctions (ve 'and ', ya da
'or', ¢iinkii 'because’) and adverbs (ne var ki 'nevertheless',
ayrica 'in addition’). DCs always relate text spans with
an abstract object interpretation, i.e. eventualities, facts,
propositions (Asher, 2012), which are referred to as the ar-
guments of a discourse connective and tagged as Argl and
Arg2. These tags do not indicate any kind of ordering in
texts; rather, Arg2 is the text span that is syntactically re-
lated to the DC; Argl is the other argument. In Turkish,
conjunctions and adverbials typically have the Argl-Arg2
argument ordering.

An important problem to solve in the PDTB-style discourse
annotation is to tease apart the discourse and non-discourse
role of connectives. For example, in apples and pears, and
is not a discourse connective since the text spans it relates
do not have abstract object interpretations. In TDB, only
the discourse use of connectives are annotated, eliminating
the non-discourse uses by eye and leaving them unanno-
tated.

In Turkish, discourse connectives are not only represented
lexically but also morphologically. Morphology is impor-
tant particularly for intra-sentential connections. Thus, we
distinguish a set of intra-sentential DCs, referred to as sub-
ordinators subsuming postpositions (i¢in, 'in order to, for
the purpose of', gibi 'as, like') and converbs (e.g. -sa 'if,
-ken 'meanwhile’). Converbs are a unique aspect of Turkish
and other Turkic languages reflecting the role of morphol-
ogy in clause combining. They usually correspond to sub-
ordinate conjunctions typical of European languages (Jo-
hanson, 1995). The clause combining role of converbs and
postpositions is subordination and they have the same or-
dering of arguments, i.e. Arg2-Argl.’?

3Thus, postpositions are named as complex subordinators,

Examples (1) and (2) illustrate two converbs -sA 'if’ and -
CA 'as'* Here and in the rest of the paper, we show dis-
course connectives by underlining. Argl is rendered in
italic fonts, Arg2 in bold fonts. Each connective is anno-
tated with senses from the PDTB 2.0 sense hiearchy, pre-
sented in Fig.1. Where relevant, the sense tag of the relation
is presented in square parentheses.

(1) 1Izini bulursamz, bu numaraya haber verin.
If you find his trail, call this number. [Contin-
gency:Condition]

2) indikg, mahzende beliren raflar... gordii.
As he descended, he saw the shelves ... in the cel-
lar. [Temporal:Synchronous]

2.1. Relation Types Annotated in TDB 1.1

TDB 1.1 annotates four types of discourse relations: (i) re-
lations with an overt lexical or morphological signal (con-
junctions, adverbials, subordinators), (ii) implicit relations,
where the relations lack an overt signal, (iii) alternative lex-
icalizations and (iv) entity relations.> The annotations are
created by determining and selecting the discourse connec-
tive span together with its binary arguments and senses.

Implicit relations: Where a discourse relation is not made
explicit by a connective, readers can still infer a relation;
these have been referred to as implicit discourse relations.
In PDTB, when an implicit relation is inferred between text
spans, the annotator is asked to insert an explicit connec-
tive that makes the relation salient. A sample annotation
following the PDTB guidelines is provided in (3).

(3) Nihayet o da satildi. (Implicit=sonucta) Miilk
olarak elde Siileymaniye’deki konak ile Kiiciik
Camlica’daki koskten bagka bir sey kalmadi.
Eventually, it was sold too. (Implicit=as a result)
There was nothing in their hand as property
except the villa in Siileymaniye and the manor
house in Camlica. [Contingency:Cause:Result]

Alternative lexicalizations: Discourse relations can also be
expressed by other means of lexicalizing a relation (Al-
tLex), such as because of this (Prasad et al., 2010). In TDB,
we annotate such cases as “phrasal expressions” (Zeyrek et

converbs are referred to as simplex subordinators (Zeyrek and
Webber, 2008).

“Throughout the paper, all examples are rendered in Turkish
orthography. We use capital letters to capture vowel or consonant
harmony, which are operative in stems as well as suffixes. For ex-
ample, the converb 'if' in example (1) has two surface forms due to
vowel harmony: -se and -sa. We use H to indicate any high vowel,
A to indicate e or a (see Table 5). Similarly, the converb 'as' in ex-
ample (2) has 4 surface forms due to vowel as well as consonant
harmony: -ca, -ce, ca, ¢e. To capture consonant harmony, i.e. the
harmony of a voiced consonant with its voiceless counterpart as
in c and ¢ (the letters for voiced and voiceless affricates, respec-
tively), we use C. To indicate the harmony of d and t, we use D.
(see Table 7).

SPDTB also annotates no relations. We leave annotation of no
relations for further work.
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Figure 1: PDTB 2.0 sense hierarchy
(Prasad et al., 2014)

al., 2013). These are devices that are often composition-
ally formed on the basis of a core element, such as a post-
position ragmen 'despite' resulting in expressions as buna
ragmen 'despite this'. A sample annotation is provided in
(11) below.® Phrasal expressions form a subset of alterna-
tive lexicalizations in the PDTB framework (Prasad et al.,
2010).

Entity relations: It is possible for a discourse relation to
hold between two entities rather than eventualities. Such
cases are referred to as Entity Relations (EntRel) and are
not assigned a sense tag in PDTB-style annotation, as
shown in example (4).

(4) Agikli Hoyiik bu yerlesimlerden biri.  AKksaray
ilinin Kizilkaya Koyii’niin yakininda, Melendiz
Nehri’nin kiyisinda yer aliyor.

The Agsikli Tumulus is one of these settlements.
It is located by the Melendiz River near the
Kizilkaya village of Aksaray province. [EntRel]

Implicit relations, alternative lexicalizations and entity re-
lations are out of scope of this study but have been
overviewed here for the sake of completeness. In the rest
of the paper, the term discourse connective refers to explicit
DCs unless otherwise stated.

°In TDB 1.0, around 5% of the annotated relations consists of
phrasal expressions (Demirsahin and Zeyrek, 2017).

As mentioned above, discourse relations may hold both
inter-sententially and intra-sententially. Thus, a DC can be
categorized as inter-sentential (inter-S) or intra-sentential
(intra-S) according to where its arguments are situated in
the text. Intra-S connectives relate two text spans situ-
ated in the same sentence. We use orthographic conven-
tions in postprocessing the data in terms of inter- and intra-
S connections. Typically, in Turkish, arguments of an
intra-S connective are not separated by terminal punctua-
tion marks, e.g. ', 'l", '?" (example 5). Arguments of an
inter-S connective are in different sentences (example 6).

(5) Miithis soguk bir giindii ve tipi seklinde kar
yagiyordu.
It was an extremely cold day and there was a bliz-
zard. [Expansion:Conjunction]
(6) Kizinca bir ¢ocuk kadar bile olamazdim. Bir
tenekeye tekme atamazdim, mesela.
Even when I was angry, I would not be able to
act like a child. 1 could not even Kkick the bin,
for instance. [Expansion:Instantiation]

2.2. Annotation Procedure of Converbs and
Evaluation

As with other connectives, converbs have a DC and a
non-DC use and to distinguish these cases is important.
The abstract object criterion is helpful, showing us when
to take a converb as a DC. For example, sentence (7)
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can only be interpreted as having a single abstract object
interpretation, blocking the interpretation of an entering
event separate from the running event; thus in this case,
the converb -ArAk 'by (means of)' fulfills a non-DC role.
As opposed to this, in example (8), the converb has a
DC role since it relates two abstract objects (a question-
ing event and a referring event) expressed in the arguments.

(7) Ayse eve kosarak girdi.
Ayse walked into the house (by) running.

(8) .. bir bakima kendine de gonderme yaparak,
yazilis mantigini sorgular.
.. he questions the wording (by) referring to him-
self in a way. o

In Turkish, when a converb has a DC role, it is always an
explicit intra-S connective. Thus, with the addition of con-
verbs, we extend the coverage of explicit intra-S DCs in
TDB 1.1. This allows us to provide an assessment of ex-
plicit intra-S and inter-S connectives, which is the focus of
our study.

Converb annotations are realized in two phases. First,
connective-argument annotations are created by two inde-
pendent annotators who go over the whole corpus deter-
mining the DC use, eliminating the NDC use of converbs.
The resulting annotations are discussed in meetings, where
agreed versions are produced by a unanimous decision and
recorded. In the second phase, the converb-argument anno-
tations are checked for their correctness by two independent
annotators and sense tags are assigned; then the cycle is re-
peated. The inter-annotator agreement for the senses at all
levels of the sense-hierarchy is strong, i.e. > 0.8 (see Table
1.7

Sense TIAA
Level-1 89.5%
Level-2 81.9%
Level-3 80.0%

Table 1: TAA results of converb Level-1 senses in TDB 1.1

Overall, 12 unique tokens of converbs realized by 38 dif-
ferent surface forms amounting to 105 converb tokens are
added to the data. Hence, the number of explicit connec-
tives increased in the data. The current coverage of TDB
1.1 is shown in Table 2 (Zeyrek and Kurfali, 2017).

3. Distribution of Intra- and Inter-sentential
Connectives in the Corpus

A quantitative analysis of explicit intra-S DCs (including
converbs) and inter-S DCs shows that explicit intra-S DCs
are more frequent than explicit inter-S DCs, as shown in
Table 3.

"The converb annotations were created by Isin Demirsahin,
Ahmet Faruk Acar, Arzu Burcu Giiven and Nihan Soycan, post-
graduate students at Cognitive Science Department, Middle East
Technical University. The IAA is measured by the exact match
method (Miltsakaki et al., 2004).

TYPE Frequency
Explicit 868
Implicit 407
EntRel 541
AltLex 108

Table 2: Distribution of discourse relation types in TDB 1.1
including the converbs added to Explicit relations

TYPE Frequency | Ratio
Inter-S Explicit DR 688 79.2%
Intra-S Explicit DR 180 20.8%

Table 3: Distribution of inter-S and intra-S explicit dis-
course relations in TDB 1.1

Analysis of inter-sentential connectives: We find that
among explicit inter-S DCs, ama ('but, yet') is the most fre-
quent DC as well as the most ambiguous one with 7 dif-
ferent sense tags. Table 4 presents the 10 most frequent
explicit inter-S connectives together with their canonical
syntactic types, which constitute 82.7% of all the explicit
inter-S tokens in the corpus.

DC Gloss Syntactic | Frequency
type

ama but conjunction 48
¢linkii because conjunction 21

ayrica in addition adverb 17

sonra then adverb 13

ancak however/yet adverb 12

oysa however adverb 12
fakat but conjunction 7
aslinda in fact adverb 7
ve and conjunction 7
once before adverb 5

Table 4: 10 most frequent inter-S DCs and their canonical
syntactic types

Example (9) presents one of the inter-S uses of ama.

(9) Birden geldigini duydum. Ama, goremedim onu.
Suddenly, I heard her come. Yet, I could not
see her. [Comparison: Concession: contra-
expectation)

Analysis of intra-sentential connectives: Of all the explicit
intra-DCs in the corpus, ve 'and’ is the most frequent con-
nective comprising 28.3% of the explicit intra-S DCs and
23.2% of the explicit DCs in TDB 1.1 (Table 5). Two
converbs, namely -HnCA 'when' and -ken 'meanwhile' are
among the most frequent explicit intra-S DCs in the corpus.
Example (10) below shows the purpose sense of the post-
position igin, the second most frequent explicit intra-S DC
in the corpus.

(10) Onu gormek icin tim zamammizi  parkta
gecirmeye baslarsiniz.
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ragmen 'despite’ in the phrasal expression buna ragmen 'de-
spite this' (see example (11)). We conjecture that this im-
plies the ubiquity of the senses selected by postpositions or

phrasal expressions derived from them.

DC Gloss Syntactic | Frequency
type
ve and conjunction 195
icin since/in postposition 91
order to
ama but conjunction 71
sonra after postposition 58
-HncA when converb 22
gibi as/like postposition 18
¢linkii because conjunction 17
-ken meanwhile converb 16
ancak however/yet adverb 15
kadar to the postposition 13
degree that

Table 5: 10 most frequent explicit intra-S DCs and their
canonical syntactic types

You would start to spend all your time in the park
in order to see her. [Contingency: Purpose]
4. An Analysis Based on Senses

Table 6 shows the distribution of explicit intra- and inter-S
DCs across Level-1 senses.?

Expl. Inter-S DCs | Expl. Intra-S DCs
Sense Count Ratio Count Ratio
Contingency 35 0.19 167 0.24
Temporal 25 0.14 149 0.22
Comparison 82 0.45 126 0.18
Expansion 36 0.22 246 0.36

Table 6: Distribution of Level-1 senses among explicit
inter- and explicit intra-S discourse relations

The numbers in bold fonts indicate the most frequently oc-
curring instances. Table 6 also shows that while Compari-
son is the most frequent Level-1 sense selected for explicit
inter-S connectives, Expansion is the most common Level-
1 sense chosen for explicit intra-S connectives.

4.1. Observations on the Sense of
Intra-sentential Discourse connectives

In this section we offer two observations. First, we find
that there are several second- or third-level senses which
seem to be preferred by subordinators (both postpositions
and converbs) as shown in Table 7.°

We note that most of the senses in Table 7 can well be con-
veyed by means of an AltLex containing the core lexeme
of the intra-S connective, as in the use of the postposition

8TDB allows assigning multiple senses to a discourse relation.
Therefore, in Table 6, overall, there are more senses than the num-
ber of discourse relations.

®Manner and Degree have been introduced on the basis of
Turkish data (Zeyrek and Kurfali, 2017). Purpose has been bor-
rowed from PDTB 3.0 sense hierarchy (Webber et al., 2016).

Sense Freq. DC/Gloss Syntactic
type of DC
Contingency: 79 icin (since/in | postposition
Purpose order to)
Temporal: 57 -DHgHndA converb
Synchronous (when)
Expansion: 28 kadar (as) postposition
Manner
Comparison: 22 ragmen postposition
Concession: (despite)
expectation
Comparison: 11 kadar (to the | postposition
Degree degree that)

Table 7: The most frequent second- or third-level senses se-
lected only by converbs or postpositions in their discourse
connective roles

(11) ..pistin goriilmedigi anlagilmis, buna ragmen radar
yardmu istenmemistir.

it was understood that the airfield was not
seen, despite this, radar help was not requested.

[Comparison: Concession:contra-expectation)

Secondly, Table 8 shows that three explicit temporal DCs
exhibit a tendency towards Asynchronous:precedence or
Asynchronous:succession depending on whether they es-
tablish inter- or intra-level connection. By definition, in
precedence relations, Argl precedes Arg2; in succession
relations, Arg2 precedes Argl. The inter-S sonra 'later’
(syntactically an adverb) exhibits Argl-Arg2 ordering
and hence prefers the Temporal: Asynchronous:precedence
sense. On the other hand, the intra-S sonra 'after' (syntacti-
cally a postposition) displays Arg2-Argl ordering and tends
to convey the Temporal:Asynchronous:succession sense.
Examples (12) and (13) exemplify argument ordering and
the sense of an adverb and a postposition, respectively.

(12) Durun, oturun biraz. Anlatin. Gidersiniz sonra.
Wait, have a sit for a while. Tell us. You can leave
later. [Temporal:Asynchronous:precedence]

[adverb]
(13) Tyice kendine geldikten sonra getirilen kuru el-
biseleri giydi.
After regaining his consciousness, he wore
the dry clothes they brought. [Tempo-
ral:Asynchronous:succession]
[postposition]
4.2. Implications

The differences between inter- and intra-sentential rela-
tions in discourse have long been recognized and employed
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Sense
(Temporal:Asynchronous)
precedence (2/2)

DC/Syntactic type

ardindan (inter-S)/Adv

ardindan (intra-S)/P succession(2/2)
sonra (inter-S)/Adv precedence (13/13)
sonra (intra-S)/P succession (58/58)

once (inter-S)/Adv
once (intra-S)/P

succession (5/5)
precedence (8/8)

Table 8: Precedence or succession senses selected by 3 ex-
plicit Temporal:Asynchronous connectives. The numbers
in parentheses refer to the number of times the subsense is
selected and the number of all temporal relations selected
for the connective, respectively. Adv stands for adverb, P
for postposition.

with success in computational analysis of discourse in-
volving automatic argument extraction and sense labeling
(Sporleder and Lascarides, 2008; Joty et al., 2013; Liu and
Lapata, 2017; Braud and Denis, 2014). In the current study,
for the first time, we offered corpus statistics from Turkish
regarding the distribution of inter- and intra-sentential re-
lations with respect to their senses to set the basis for fu-
ture computational analysis and discourse parsing studies.
Our findings suggest that whether or not a given explicitly
marked relation holds inter- or intra-sententially may carry
valuable information for Turkish as well. Therefore, the re-
ported results are promising for future efforts on automatic
sense disambiguation of explicit discourse connectives in
Turkish.

5. Summary and Conclusion

This paper started with new enrichments on TDB 1.1 in-
volving a new type of explicit intra-S DCs - converbs,
added to the corpus as a further type of subordinator dis-
course connectives. With the addition of converbs, two
goals have been accomplished: (a) a unique aspect of Turk-
ish morphology that has a bearing on clause combining
and hence intra-sentential discourse relations has been cap-
tured in the corpus, and (b) the overall frequency of intra-
sentential explicit discourse connectives increased. This
enhancement allowed us to make a comparison between
explicit intra- and inter-sentential discourse connectives in
TDB 1.1. With various corpus statistics, the paper showed
that explicit intra-S DCs occur more frequently than ex-
plicit inter-S DCs and it presented evidence for the senses
preferred by explicit intra-sentential connectives, namely
subordinators but not by explicit inter-S discourse con-
nectives. The paper thus argued that the analysis of ex-
plicit intra- and inter-S DCs with respect to the senses they
choose is a promising direction for further discourse pars-
ing studies on Turkish. Our aim for the future is to imple-
ment the ideas that arise from the current work on various
NLP tasks.
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