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Abstract
Humans resolve various kinds of linguistic ambiguities by exploiting available external evidence that has been acquired from
modalities besides the linguistic one. This behavior can be observed for several languages, for English or German for example. In
contrast, most natural language processing systems, parsers for example, rely on linguistic information only without taking further
knowledge into account. While those systems are expected to correctly handle syntactically unambiguous cases, they cannot resolve
syntactic ambiguities reliably. This paper hypothesizes that parsers would be able to find non-canonical interpretations of ambiguous
sentences, if they exploited external, contextual information. The proposed multi-modal system, which combines data-driven and
grammar-based approaches, confirmed this hypothesis in experiments on syntactically ambiguous sentences. This work focuses on the
scarcely investigated relative clause attachment ambiguity instead of prepositional phrase attachment ambiguities, which are already
well known in the literature. Experiments were conducted for English, German and Turkish and dynamic, i. e. highly dissimilar, contexts.

Keywords: disambiguation, context, language-independence

1. Introduction

In psycholinguistics, there is substantial empirical evidence
suggesting that human language processing successfully
integrates available information acquired from different
modalities in order to resolve fully as well as temporally
ambiguous linguistic input, e. g. on the syntactic level, and
predict what will be revealed next in the unfolding sen-
tence (Tanenhaus et al., 1995 |Altmann and Kamide, 1999;
Knoeferle, 2005). During spoken communication, disam-
biguation and prediction processes allow for more accu-
rate understanding. In contrast, natural language process-
ing (NLP) systems are still not able to achieve that level of
accuracy concerning challenging linguistic situations.

For example, a parser that processes linguistic information
is expected to successfully handle syntactically unambigu-
ous sentences by applying knowledge derived from training
data or linguistic rules. However, neither parsers nor hu-
mans can resolve syntactic ambiguities without additional
information. They may only have preferences. But, humans
will use external information from other modalities for dis-
ambiguation successfully if it becomes available. There-
fore, we expect to resolve syntactic ambiguities via multi-
modal disambiguation by exploiting external knowledge,
i.e. contextual information, that is derived from another
modality, e. g. from visual scenes of the described events.
This work proposes two hypotheses.

HI) A parser will resolve linguistic ambiguities reliably
and reach correct interpretations if contextual infor-
mation derived from additional modalities besides the
linguistic one, i. e. visual scenes, are exploited.

H2) In addition, this behavior is expected to be observed
independent of the language.

The contributions of this work are twofold. First, a lan-
guage independent, data-driven parser has been modified

to employ a grammar-based approach that will incorporate
the contextual information even if it is previously unseen.
Secondly, that system is used to validate the hypotheses for
multiple languages: English, German and Turkish.

One of the most frequently investigated cases of syntac-
tic ambiguity are prepositional phrase (PP) attachment am-
biguities, where different semantic and syntactic interpre-
tations are possible depending on assigning different the-
matic roles (Tanenhaus et al., 1995). The example “the
woman shoots the man with the pistol” can be interpreted
in different ways. Either, the woman is using the pistol to
shoot the man or the man is holding the pistol. Instead, this
work investigates the attachment ambiguity concerning rel-
ative clauses (Alacam et al., 2018). In both cases, a multi-
modal setting where the visual information constrains the
referential choices helps the disambiguation process.

This paper is structured as follows. Section[2] describes the
multi-modal data-set that contains syntactically ambiguous
sentences and respective, disambiguating contextual infor-
mation and that has been used to validate our hypotheses.
Section [3] proposes a multi-modal disambiguation scheme,
which has been used for the experiments, the results of
which are shown in Section ] and analyzed in Section [5]
Next, Section E] describes related work followed by the
discussion of the results.

2. Multi-Modal Data-Set

There are only few data-sets available that address complex
linguistic ambiguities. The corpus of language and vision
ambiguities (LAVA) (Berzak et al., 2016) contains 237 am-
biguous sentences for English, which can only be disam-
biguated using respective external knowledge provided as
short videos or static visual images with real world com-
plexity. The LAVA corpus addresses a wide range of syn-
tactic ambiguities including prepositional as well as verb
phrase attachments and ambiguous interpretations of con-
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Language Voice Exemplary Sentence PoS Template
active The woman carves the head of the bed, which  NP1,m VP1 NP2,.c PP1, WDT,.. NP3,om VP2.
Enclish the man paints.
&S . The woman carves the head of the bed, which NP1,om VP1 NP2,.c PP1, WDT,om VP2 PP2.
passive . .
is painted by the man.
. Die Frau schnitzt das Kopfende des Bettes, das  NP1yom VP1 NP2:c NP3gen, WDTace NP4pom VP2.
active
German der Mann bemalt.
. Die Frau schnitzt das Kopfende des Bettes, das  NP1,om VP1 NP2,cc NP3gen, WDTom PP1 VP2,
passive .
von dem Mann bemalt wird.
active Kadin adamin boyadig1 yatagin bagin1 oyuyor. NPliom NP2, VPI(verb+adj/relativiser) NP3ge,
Turkish NPdyee VP2.
) passive Kadin adam tarafindan boyanan yatagin bagint  NP1lpom  NP2upiaive  VP1(verb+verb+adj/relativiser)

oyuyor.

NP3gen NP4, VP2.

Table 1: Exemplary sentence for ambiguity for different languages in active as well as passive voice, including the

respective part-of-speech (PoS) templates.

junctions. However, it does not take relative clause attach-
ment ambiguities, which we are concerned with, into ac-
count. Also, it addresses only English. For human lan-
guage processing, a recent study on the resolution of rela-
tive clause attachment ambiguities for different languages,
e.g. English and German, can be found in (Hemforth et
al., 2015), but, in general, the reference resolution in this
case and the effect of its complexity in visually disam-
biguated situations addressing various languages have been
scarcely investigated although ambiguities concerning rel-
ative clause attachments are quite common.

In the Hamburg Dependency Treebank (HDT) (Foth et al.,
2014) part A, which contains ~ 100k German sentences
that were collected from the news website heise online,
there are 13, 256 relative clauses that contain a relative pro-
noun that is supposed to have an antecedent and its ref-
erence resolution is ambiguous in 2,418 cases (18.24%).
While the nearest attachment has been chosen 1,907 times
(78.87%) in the HDT, an alternative respectively farther
attachment occurs in 511 cases (21.13%). Therefore, we
created a multi-modal data-set addressing these kinds of
ambiguities among other things: the Linguistic Ambigui-
ties in Situated Contexts (LASC) data-set (Alacam et al.,
2017; |Alacam et al., 2018). It contains challenging lin-
guistic cases including ambiguous relative clause attach-
ments and scope ambiguities for conjunctions as well as
negations, which become fully unambiguous in the pres-
ence of visual stimuli. This work focuses on the relative
clause attachment ambiguities. The multi-modal data, i.e.
the syntactically ambiguous sentences and the correspond-
ing scenes, are discussed in this section.

2.1. Linguistic Input

The LASC data-set (Alacam et al., 2018)) provides three
types of fully ambiguous relative clause attachments, which
are listed below.

Al) RPAE] - a Genitive Modifier (English, German,
Turkish - active & passive voice)
The woman carves the head of the bed, which the man
paints.

'RPA = Relative Pronoun Ambiguity

Int. IEI The man paints the bed. (low attachment)
Int. 2: The man paints the head of the bed. (high
attachment)

A2) RPA - a Prepositional Phrase (English, German)
It is a mug on a coffee table, which she damages care-
lessly.
Int. 1: She damages the coffee table. (low attachment)
Int. 2: She damages the mug. (high attachment)

A3) RPA - Scope Ambiguities (English, German)
I see apples and bananas, which lie on the table.
Int. 1: Only bananas lie on the table. (low attachment)
Int. 2: Both apples and bananas lie on the table. (high
attachment)

In ambiguity [AT)] and [A2)] the relative clause is either at-
tached to a preceding nominal phrase (NP) (high attach-
ment) or to a genitive modifier respectively a PP of that NP
(low attachment). In[A3)] the relative clause either refers to
the preceding conjunction of two NPs (high attachment) or
to the latter NP only (low attachment). Syntactically, both
the low, i.e. the nearest, and high, i.e. the farther, attach-
ment are always possible in all examples. Hence, all sen-
tences of this LASC subset are ambiguous. The contrary
interpretations are equally distributed in this subset. Figure
[T] shows the two plausible interpretations of the exemplary
sentence of [AT)|by depicting parts of the respective depen-
dency trees. In Figure[Ta] the relative clause is low-attached
to bed while it is high-attached to head in Figure [Tb]

All examples are provided in English as well as German
and with the relative clause in active voice. is also
available in Turkish and with passive instead of active
voice. Table [T] shows the different configurations for the
example from ambiguity [AT)| and, in addition, the part-of-
speech (PoS) templates that are used to generate the sen-
tences. There are corresponding templates for each type of
ambiguity for each language respectively voice. The num-
ber of sentences per test set, depending on ambiguity type,
language, voice and target interpretation, can be found in
Table 2] Overall, this LASC subset contains 458 examples.

Int. = Interpretation
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NMOD

the head of the bed, which the man

(a) low attachment

NMop

the head of the bed, which the man

(b) high attachment

Figure 1: Partial dependency trees for the two interpretations, i.e. the different attachments of the relative clause, of the

exemplary sentence of ambiguity [AT)]

2.2. Semantically Annotated Visual Scenes

NLP systems are often not able to correctly establish ref-
erence resolution in case of linguistic ambiguities like the
ones that are described before in this section because they
are based on linguistic information alone. Hence, they
choose interpretations with respect to statistical distribu-
tions in their training data or explicitly stated rules, e. g.
the data-driven parser that our system is based on (see Sec-
tion[3)) originally prefers the low attachment for the Ger-
man examples of ambiguity [AT)] (see Table [2) even if the
high attachment is supposed to be chosen. But, respective
visual scenes eliminate interpretations and favor the target
one, assuming the scenes themselves are unambiguous.

There are different scenarios in the multi-modal LASC
data-set, which involve several people, objects and actions.
Each interpretation of a sentence belongs to one scenario
and has a corresponding visual scene that visualizes the re-
lations between agents and objects mentioned in the sen-
tence and that supports the target interpretation. Figure
shows the images that belong to the different interpreta-
tions of the example of ambiguity [AT)] In Figure [2a] the
man paints the bed, which supports the low attachment of
the relative clause seen in Figure [Ta] while he paints the
head of the bed in Figure[2b] which corresponds to the high
attachment (Figure [Tb).

Since we investigate the effect of external knowledge like
visual scenes on language processing, information are not
derived from the images automatically. Instead, the seman-
tic annotations that are provided for each image from the
LASC data-set are taken as external, contextual informa-
tion. Those annotations were created with clear knowl-
edge of the scenes, their Agents and Patients (Alacam et
al., 2018)) in order to determine the upper bound of the per-
formance of our computational model. Nevertheless, the
images are part of the LASC data-set in order to conduct
comparable studies with humans, which is not addressed
here because it would exceed the scope of this work.

In parts, people, objects and actions in the images are man-
ually annotated with semantic roles, similar to the approach
of McRae et al. (2001), see also (Mayberry et al., 2006).
Semantic roles are linguistic abstractions to distinguish and

classify different functions of a predicate in a sentence, so
they specify “who did what to whom”, and they establish
a relation between the semantic and syntactic level of an
analysis. The most common semantic roles include Agent,
Theme, Patient, Instrument, Location, Source and Goal
(Palmer et al., 2010). Figure [3| exemplarily shows some
semantic roles for the images in Figure 2] There, the man
is the Agent, who paints something, in both images. In Fig-
ure[3a] the bed is the Patient, the entity undergoing a change
of state caused by the painting action, which supports the
low attachment of the relative clause in Figure[Ia] while the
head is the Patient in Figure 3b|reinforcing the high attach-
ment in Figure

Both the sentences and the semantic annotations of the cor-
responding images serve as input to the system that is in-
troduced in Section[3] and that enables multi-modal disam-
biguation based on sentences as linguistic and visual scenes
as contextual information.

3. Multi-Modal Disambiguation

The previous section describes the multi-modal data-set
that contains exemplary linguistic ambiguities whose dis-
ambiguation is investigated in this paper. Each example
consists of a sentence and a respective visual scene, which
is incompletely annotated with semantic roles, as con-
textual information. While most state-of-the-art parsers,
which rely on the linguistic input only, are not able to re-
solve ambiguities reliably, this section introduces a parsing
scheme that reaches correct disambiguation results by ex-
ploiting the contexts.

The final system has to meet the following requirements:

R1) Examples with sentences from several languages, i. e.
English, German and Turkish, are part of the data-
set. Thus, the system is supposed to be language-
independent instead of -specific.

R2) The context is dynamic, i.e. the scenarios, which are
displayed by the visual scenes, take place in different
environments. Therefore, the contexts are highly dis-
similar and the system has to account for this.
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(a) The man paints the entire bed - corresponding to

(b) The man paints only the head of the bed - corresponding to

Figure 2: The visual scenes that correspond to the two interpretations of the exemplary sentence of ambiguity the

dependency trees of which are partially displayed in Figurem

man Agent paints
bed Patient » paints
(a) corresponding to

Agent

man — ———» paints

Patient

head paints

(b) corresponding to@l

Figure 3: Some semantic role annotations for the scenes in Figure

R3) The parsing results for the overall sentences, besides
the investigated ambiguities, are supposed to be state-
of-the-art results.

Subsection [3.T] addresses requirements [RT)] and [R3)| by
basing the system on a state-of-the-art, data-driven parser.
To deal with the dynamic nature of the context, requirement
[R2Z)] a grammar-based approach is taken, which is being
outlined in Subsection[3.2]

3.1.

Our system is based on the data-driven, syntactic RBG-
Parser (RBG) (Zhang et al., 2014), which performs graph-
based dependency parsing. It possesses a scoring func-
tion to evaluate entire dependency trees respectively their
edges and learns that function based on training data that
are annotated dependency trees from treebanks, which ex-
ist for various languages. Furthermore, RBG does not re-
quire language specific knowledge like hand-written gram-
mars. Therefore, it fulfills the requirement of language-
independence, i.e. [RT)} Also, requirement [R3)]is met be-
cause RBG achieves state-of-the-art results for several lan-
guages (Zhang et al., 2014).

RBG extracts up to third-order local features, like sibling
or grand-grandparent structures, as well as global features,
e. g. span lengths, from input sentences. For a complete list

Language-Independent Parsing

of all possible features, see (Zhang et al., 2014)). Hill climb-
ing is applied if all features are exploited to approximate
the most plausible dependency tree. First, a random tree is
uniformly sampled. Next, the heads of all dependents are
exchanged so the edges of the tree are changed until a local
optimum is reached. To increase the likelihood of finding
the global optimum, hill climbing repeatedly restarts, al-
ways with random trees that are sampled independently of
previous solutions, until the best solution converges. Dur-
ing hill climbing, edges as well as entire trees are scored by
RBG’s scoring function, see (Zhang et al., 2014} |Lei et al.,|

2014) for details.

3.2. Inclusion of Dynamic Contexts

While RBG fulfills the requirements of language-
independence and state-of-the-art results, it is not able to
deal with dynamic contexts, i.e. requirement [R2) In the-
ory, features could be extracted from the contexts, for ex-
ample features capturing the relations the semantic roles,
which the visual scenes are annotated with in our data-set,
express. Either an RBG model might be trained on those
features combined with the ones extracted from the input
sentences or separate models might be trained. In both
cases, the disambiguation results for the unseen test data
might deteriorate and the linguistic ambiguities, which are
investigated in this paper, might not be resolved because
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the contexts of the test data would differ highly from the
contexts of the training data. Instead, a grammar-based ap-
proach utilizes the contextual information to improve the
disambiguation results.

First, the semantic roles the visual scenes are annotated
with are grounded. So, the contextual information is
aligned with the linguistic one. In Figure [3a] man is the
Agent of paints while bed is its Patient. All three instances
are grounded by connecting them to the respective words of
the input sentence. To focus the effects of multi-modal dis-
ambiguation and to determine its upper bounds, grounding
is simply based on lexical agreement to exclude possible
errors. In future experiments, the lexical-based grounding
will be replaced with a concept-based one. An ontology
will contain a conceptional hierarchy and each concept will
provide a multitude of possible lexicalizations, e. g. singu-
lar and plural forms for different cases. This way, instances
of the semantic roles and words of the input sentences can
differ conceptually, e. g. chair occurring in a sentence may
refer to piece of furniture in the context.

In order to incorporate contextual information into the dis-
ambiguation process, our system employs jwcdg (Beuck et
al., 2013)), which is a graph-based dependency parser. As
opposed to RBG, it is grammar-based. It possess the ability
to only evaluate dependency trees respectively their edges
with respect to its grammar in addition to actually parsing
sentences. Possible grammars contain two types of con-
straints, hard ones, which are not allowed to be violated,
and soft constraints, which may be violated. The result of
the evaluation is a score between 0, at least one hard con-
straint is violated, and 1, no constraints are violated at all.
Originally, there is a jwcdg grammar available for Ger-
man only. Thus, jwcdg does not fulfill the language-
independence requirement. But, our system uses jwcdg
only for evaluating dependency trees with respect to the
context so that the original grammar is not required. In-
stead, a new grammar has been constructed that links se-
mantic roles with their respective syntactic structures. For
example, if the predicate of a semantic role refers to the
main verb of a relative clause, which is in active voice,
and if the Patient of that predicate is known and grounded
as well, that relative clause is supposed to be attached to
that Patient. In the example of Figures [Ta] and [3a] both
paints and bed can be grounded, the former referring to
the verb of the relative clause, which is in active voice.
Thus, the relative clause is supposed to be attached to bed.
Our linking grammar only covers semantic roles and their
respective syntactic structures relevant with respect to the
data-set (Section [2)) used in the experiments (Section 4.
While individual grammars have been used for the differ-
ent languages in those experiments, those grammars are not
lexicalized and there is an overlap of the constraints, e. g.
comparable rules have been used for German and Turk-
ish or the rules for English and German do not contradict
each other, which suggests that a single grammar is able to
cover several languages. Therefore, our system maintains
its language-independence.

The score jwcdg determines by evaluating a dependency
tree that is passed on to it by RBG is combined with the
respective RBG score, which is normalized first because it

has a different domain than jwcdg. Min-Max normaliza-
tion (Priddy and Keller, 2005) is applied to map all RBG
scores to the range of 0 to 1. After the normalization, the
inverse jwcdg score, interpreted as a penalty, is subtracted
from the RBG score. In case neither the dependent nor the
head of an edge of a dependency tree refer to any instance
of the context, that edge will not be able to violate any con-
straints. The same will hold true for an entire tree if none of
its dependents or heads refer to the context. In those cases
as well as in case references are established between the in-
put sentence and the context but no constraints are violated,
a score of 1 will be returned by jwcdg, with its inverse score
being 0, and the RBG score remains unchanged. Otherwise
it is decreased by the inverse jwcdg score.

Figure [ visualizes this process. While RBG performs
hill climbing for the linguistic input %;;,guistic, its scoring
function is repeatedly called to evaluate entire trees tcyrrent
respectively their individual edges. jwcdg is called to
evaluate whether the semantic 10les ZsemanticAnnotations
the corresponding visual scenes are annotated with can be
linked to tcyrrent Via the linking grammar, which links
semantic roles to syntactic structures. The jwcdg score
Sjwedg 18 converted into a penalty by taking its inverse and
this penalty is subtracted from the normalized RBG score
norm(sgpc). The combined scores sppG& jwedg are re-
turned so that the external knowledge guides the hill climb-
ing. The best dependency tree that is found during hill
climbing is returned as final solution ¢ ;.

Instead of being trained on the context, our system employs
a grammar-based approach to link linguistic with contex-
tual information in order to incorporate previously unseen,
i.e. dynamic, context. Therefore, our system meets re-
quirement[R2)] The following sections evaluate the experi-
ments and analyze the results.

4. Evaluation

This section presents the evaluation results of parsing lin-
guistically ambiguous sentences both without and with ex-
ploiting contextual information. The original RBG parser,
which relies on linguistic input only, is compared to our
system, which performs multi-modal disambiguation and
is outlined in Section The exemplary linguistic ambi-
guities are described in Section[2] Three cases of relative
clause attachments have been selected from the LASC data-
set (Alacam et al., 2018)) that are ambiguous both in English
and German. The case of attaching a relative clause to an
NP or its genitive object is also ambiguous in Turkish. On
the syntactic level, there are two possible antecedents for
each relative clause and its relative pronoun agrees with
both in number and gender. Therefore, a disambiguation
is not possible without further evidence.

For the experiments, full RBG models, which use all avail-
able RBG features, i.e. global as well as up to third-order
local features, have been trained for English, German and
Turkish, respectively. For English, sections 0 — 22 and 24
of the Wall Street Journal (WSJ) corpus of the Penn Tree-
bank (Marcus et al., 1994) constitute the training set (= 46k
sentences, duplicates excluded). They have been converted
to dependency structure using the LTH converter (Johans-
son and Nugues, 2007). For German, the first ~ 98k sen-
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Figure 4: RBG applies hill climbing for the linguistic input Z;y,guistic, its scoring function is repeatedly called to evaluate
entire trees tqyurrent OF their edges. jwedg is called to evaluate whether the semantic roles X semanticAnnotations from the
context can be linked to ¢.yyrens via the linking grammar. The normalized RBG score norm(sgpe) is penalized by the
inverse jwcdg score Sjqcqg and the combined score spBG+jwedg 18 returned. The best dependency tree found during hill

climbing is returned as final solution #pes;.

tences (duplicates excluded) of the HDT part A are used
for training. For Turkish, the training data are the first
ok sentences of the METU-Sabanci Turkish Dependency
Treebank (Oflazer et al., 2003). If a word from that cor-
pus is separated into different inflectional groups, they will
be concatenated as described in (Nivre et al., 2007)) so that
parsing is performed on word basis. All three corpora pro-
vide word forms, gold PoS tags and gold standard annota-
tions. While the gold PoS tags have been used for Turkish,
all German and English sentences have been PoS tagged
by the TurboTagger (Martins et al., 2013). Ten-way jack-
knifing has been performed for the training sets, i.e. each
is split into ten partitions and each partition is tagged by
a model trained on the other nine partitions. The test sets
have been PoS tagged by models trained on the entire train-
ing set of the respective corpus.

Table 2]lists all experimental results. The accuracies of the
relative clause attachments predicted by the original RBG
are compared to the multi-modal disambiguations of our
system. In general, RBG always favors one attachment,
mostly the low one, irrespective of the supposed attachment
because it does not have access to the contextual informa-
tion. In contrast, our system, which exploits that external
knowledge, always predicts the correct attachment.
Several observations can be made. First, while RBG mostly
favors low attachments, it will predict high ones instead
for ambiguities for some English examples if the relative
clause is in active voice. Secondly, RBG makes some un-
usual predictions, sometimes attaching relative clauses to
improbable antecedents, for English and Turkish. Section
[5] discusses these results.

5. Analysis

This section analyzes the evaluation results, which are de-
scribed in Sectionf] and listed in Table[2] First, the fact that
RBG always prefers either the low or the high attachment
in case there are two possible antecedents for a relative pro-
noun is due to statistical distributions in the data the data-
driven parser has been trained on. In German sentences, rel-

ative clauses are more frequently low-attached than high-,
although there are examples for both. In the HDT part A,
the nearest plausible attachment is chosen in 78.87 percent
of all cases that resemble the examples of our experimen-
tal data, i. e. relative pronouns with ambiguous antecedents
(see Section[2]). Comparable observations can be made for
Turkish and it will also hold for English in case of ambi-
guity For and the opposite can be observed.
They are more often high- than low-attached in English. In
those cases, RBG prefers the high attachment.

The disambiguation results of RBG do not match the in-
tended interpretations, with respect to the corresponding
visual scenes, because it does not take any external knowl-
edge into account. In contrast, our system, which incorpo-
rates contextual information, always resolves the linguis-
tic ambiguities in the experimental data correctly without
exception. This result proves our hypothesis [HT)| that the
disambiguation of linguistic ambiguities will improve if it
is not only based on analyzing the linguistic input but also
takes external knowledge respectively contextual informa-
tion, like the semantically annotated visual scenes in this
work, into account.

Furthermore, the evaluation shows that our system fulfills
the requirements - It correctly resolves ambi-
guities independent of the languages although those show
some major differences. As discussed before, in case of
ambiguity [A2) and[A3)] the high attachment of the relative
clause is preferred in English compared to the low one in
German. Also, relative clauses usually appear after their
possible antecedents in English as well as German while
they precede them in Turkish. Neither of those properties
influence the ability of our system to correctly resolve lin-
guistic ambiguities. Therefore, it is language-independent,
which validates hypothesis Furthermore, the contexts
respectively the visual scenes differ significantly, i.e. they
are dynamic. Nevertheless, our system achieves correct dis-
ambiguations, which proves that it is able to deal with dy-
namic contexts. In addition, it is based on RBG, which is
a parser that enables state-of-the-art results. Therefore, all
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# Relative Clause Attachments
Multi-Modal

RBG Disambiguation
Ambiguity Type Language Voice Supposed # Examples low high misc low high misc
Attachment
active low 24 8 16 - 24 - -
English high 24 8 16 - - 24 -
assive low 24 24 - - 24 - -
PASSIVE  hioh 24 24 - - N VR
tive Modifier - - - -
German
assive low 24 24 - - 24 - -
past high 24 24 - - YA
active low 24 19 - 5 24 - -
Turkish Y high 24 19 - 5 -4 -
assive low 24 19 - 5 24 - -
P high 24 19 - 5 -4 -
[AZ]RPA - a Prepo English active L(;;Vh ?7) g i;l 1 2_0 1—7 :
sitional Phrase low 20 18 _ 9 20 _ R
German active high 17 16 i 1 i 17 )
English active 19W 24 ! 23 i 2 ' )
[A3)] RPA - Scope high 24 1 23 - - 24 -
Ambiguities
German active lgw 24 24 i i 24 ' )
high 24 24 - - - 24 -

Table 2: Comparison of the evaluation results of the original RBG and our multi-modal disambiguation regarding the
ambiguous attachment of the relative clauses for the ambiguities [AT)] - [A3)]in different configurations (language, voice of

the finite verb of the relative clause).

requirements are fulfilled.

RBG sometimes predicts attachments that do not corre-
spond to the ones it generally favors. For example, it pre-
dicts the high attachment 16 times for the English version
of [AT)] with the relative clause in active voice although it
favors the low attachment. This is due to wrongly assigned
PoS tags. If the gold PoS tags are used, the low attach-
ment is consistently predicted. The same holds true for the
German examples of [A2)] in which RBG assigns alterna-
tive, improbable heads to the relative clauses. For Turkish,
RBG always chooses the low attachment, but, in case of
compound nouns, it refers to their first part although it is
supposed to choose the second part.

6. Related Work

In this work, the contextual information stems from visual
scenes and helps to disambiguate linguistic ambiguities. A
similar effect can be observed in human language process-
ing. Tanenhaus and his colleagues (Tanenhaus et al., 1995)
showed that visual information influences how humans dis-
ambiguate linguistic input. While the authors of that study
focused on PP attachment ambiguities, we used the prob-
lem of attaching relative clauses because it has been less
frequently investigated than the former. Further evidence
that supports the conclusion of (Tanenhaus et al., 1995)
was provided by Knoeferle (Knoeferle, 2005), whose work
also indicates that visual information influences language

processing independent from the experiment language, she
conducted experiments for English and German. In addi-
tion to those languages, some of our tests were also carried
out for Turkish. Furthermore, Coco and Keller (Coco and
Keller, 2015) investigated the interaction between language
and vision and its influences on the interpretation of syn-
tactically ambiguous sentences in a simple real-world set-
ting. Their study provided further evidence that not only
linguistic but also visual information influences the inter-
pretation of a sentence. While the aforementioned empir-
ical studies were psycho-linguistically motivated and pro-
vided insights how humans resolve linguistic ambiguities
by exploiting visual cues, our work provides evidence that
similar effects can be observed for automatically parsing
syntactically ambiguous sentences in the presence of con-
textual information.

An early approach to exploit external knowledge during
parsing was proposed by (McCrae and Menzel, 2007} Mc-
Crae, 2009; Baumgirtner et al., 2012). They suggested
to utilize high-level representations of visual information
from related scenes to resolve linguistic ambiguities in Ger-
man, e.g. Genitive-Dative ambiguity of feminine nouns or
PP attachment, and developed a syntactic parsing architec-
ture for the integration of cross-modal information. More-
over, McCrae (2009) hypothesized multiple requirements
for such a system. Like ours, their system uses visual
scenes as context and the author did not discuss the auto-
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matic derivation of information from those scenes. Also,
the instances of the context are mapped onto the words of
the corresponding sentence and linked via semantic rela-
tions to the syntactic structure by applying constraints. But,
that system is solely constraint-based and does no longer
produce state-of-the-art results. Furthermore, it requires a
complete grammar of the respective language it is applied
to. Thus, that approach is language specific. In contrast,
our system is based on a data-driven parser, which achieves
state-of-the-art results and whose model is trained on an-
notated data that is provided by treebanks for various lan-
guages and which is, thus, language-independent.

In a more recent work, Christie et al. (2016) proposed to
jointly segment an input image semantically and resolve
PP attachment ambiguities in its caption. Their approach
generates several hypotheses for both segmentation and dis-
ambiguation and a model scores pairs of hypotheses for
both tasks in order to find the most plausible hypotheses
for both the visual and linguistic task. Compared to our
work, they tried to improve not only the disambiguation but
also the processing of the visual input. Furthermore, they
do not assume the visual input to be perfect. Instead, we
are interested in ambiguous attachments of relative clauses
and, while |Christie et al. (2016) employed a two-staged
approach, i.e. reranking, the visual information guides
the disambiguation process in this work, so the different
modalities are employed at the same time, not sequentially.

7. Conclusion

This work addresses the hypotheses that linguistic ambi-
guities can be resolved if contextual information derived
from additional modalities besides the linguistic one are ex-
ploited, independent of the language. In order to test these
hypotheses, a data-driven, syntactic parser has been modi-
fied by repeatedly calling a grammar-based parser that eval-
uates current analyses with respect to the context, which
consists of semantically annotated visual scenes. A gram-
mar that contains constraints to link those semantic roles to
the respective syntactic structures has been constructed so
that the context guides the data-driven parser towards the
most plausible solution given both the input sentence and
the corresponding visual scene, i. e. the context.

Our hypotheses have been evaluated for several exam-
ples of relative clause attachment ambiguities under vary-
ing conditions, e.g. active versus passive voice in the
relative clause, and for multiple languages, namely En-
glish, German and Turkish. While the original data-driven
parser, which does not use any external knowledge, has not
reached the intended interpretations consistently, instead it
always preferred either low or high attachments, our system
disambiguates the examples correctly, which is evidence
of the hypotheses being true. Furthermore, the resulting
system fulfills several requirements it is subjected to. It
proofed to be language-independent and able to deal with
dynamic context, e. g. highly dissimilar visual scenes.

For the future, our hypotheses will be verified for Chinese,
too. Also, the influence of possible error sources will be
evaluated, e. g. spelling mistakes or erroneous context that
match none of the possible interpretations of the respective
sentence. In addition, these images together with the corre-

sponding sentences are going to be employed for compar-
ative studies with humans to enable a comparison between
human and machine disambiguation abilities.
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