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Abstract
Large-scale dialogue data annotated with dialogue states is necessary to model a natural conversation with machines. However, large-
scale conventional dialogue corpora are mainly built for specified tasks (e.g., task-oriented systems for restaurant or bus information
navigation) with specially designed dialogue states. Text-chat based dialogue corpora have also been built due to the growth of social
communication through the internet; however, most of them do not reflect dialogue behaviors in face-to-face conversation, including
backchannelings or interruptions. In this paper, we try to build a corpus that covers a wider range of dialogue tasks than existing
task-oriented systems or text-chat systems, by transcribing face-to-face dialogues held in natural conversational situations in tasks of
information navigation and attentive listening. The corpus is recorded in Japanese and annotated with an extended ISO-24617-2 dialogue
act tag-set, which is defined to see behaviors in natural conversation. The developed data can be used to build a dialogue model based on

the ISO-24617-2 dialogue act tags.
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1. Introduction

Spoken dialogue systems have been modeled with ab-
stracted classes, such as dialogue states, which are hand-
crafted for the assumed task of the system (Dahl et al.,
1994; Williams et al., 2013; Kim et al., 2016). However,
handcrafting such dialogue states is costly, making it harder
to build extensible dialogue systems for a variety of do-
mains. Two solutions are widely used to avoid this prob-
lem: building a multi-domain system (Gasi¢ et al., 2015;
Papangelis and Stylianou, 2017) and building a system with
more generalized classes (Yoshino et al., 2017; Keizer and
Rieser, 2017). However, the approach of building a multi-
domain system is an extension of using existing slot-value
type dialogue states, and it is hard to apply this architec-
ture to dialogue tasks that do not assume language under-
standing methods based on slot-filling, such as information
navigation (Yoshino and Kawahara, 2015) or attentive lis-
tening (Yamaguchi et al., 2016; Lala et al., 2017; Tanaka
et al., 2016). In comparison, general dialogue acts are
more effectively used in these tasks because the approach
of using them separates the functions and content of dia-
logue and only focuses on modeling dialogue functions. In
other words, the approach of using generalized dialogue act
classes does not have the problem of exponentially increas-
ing the number of dialogue states, which is caused by com-
binations of dialogue content.

1SO-24617-2 (Bunt et al., 2010; Bunt et al., 2012) is de-
fined as a standard of dialogue act classes that is based on
communicative functions of utterances in dialogue. It is
important to realize natural dialogue in order to use more
appropriate dialogue functions (acts) that match dialogue
history and the context (Mizukami et al., 2016). We pre-
viously reported that dialogue systems can be effectively
managed by using a part of the ISO-24617-2 dialogue act

classes (Yoshino et al., 2017). It was also indicated in this
work that the dialogue policy learned in this architecture
can be applied to different domains because it only mod-
els the behaviors (functions) of the system in a information
navigation task.

Switchboard corpus (Godfrey et al., 1992) is also a corpus
that is annotated with the discourse tag-set Discourse An-
notation and Markup System of Labeling (DAMSL) (Core
and Allen, 1997); however, ISO-24617-2 is designed to
model dialogue behaviors in natural conversation more di-
rectly than the DAMSL tag-set. The problem with using
ISO-24617-2 dialogue act classes is that there is no large
scale publicly available dialogue data annotated with this
annotation standard.

The task of collected dialogue data is also important. Ex-
isting dialogue are categories into two types from the view-
point of their task: task-oriented dialogue and non-task-
oriented dialogue. Task-oriented dialogue systems assume
actual goals of dialogue compared with non-task-oriented
dialogue systems do not define any actual goal. The prob-
lem of task-oriented dialogue is that the number of dialogue
behavior observed in the conversation is limited because
stereotyped expressions mainly achieve the task of the di-
alogue. On the other hand, free conversation that does not
set any dialogue goal contains a large number of behav-
iors, which is hard to implement everything in dialogue
systems. Information navigation and attentive listening are
tasks in a good position between them; goals of these tasks
are more ambiguous than task-oriented dialogue, but tasks
or domains can be limited in the task definition. Thus, we
focus on collecting dialogue corpora of information navi-
gation and attentive listening in this paper.

We recorded 60 face-to-face dialogues, 20—30 minutes for
each, in the tasks of information navigation and attentive
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listening. Each utterance was transcribed and annotated
with extended ISO-24617-2 dialogue act classes by two dis-
ciplined annotators.

2. Recording Procedure
2.1. Scenario

Information navigation is a task that involves one partici-
pant (navigator) introducing information written in docu-
ments (news, description of sightseeing places, etc...) to an
other participant (user). For our recording scenario, we pre-
pared positive and negative content for the navigator. The
navigator introduced the prepared information (news) by
giving a summary and details, answering the user’s ques-
tions, and proactively presenting corresponding informa-
tion. The user could ask any questions or request infor-
mation corresponding to the introduced topic. Once the
phase of information navigation was finished, the dialogue
task was changed to attentive listening. The user of infor-
mation navigation stated one’s opinion on the topics intro-
duced during the information navigation (speaker), and the
navigator of information navigation attentively listened to
their opinion by using listening techniques (listener). Par-
ticipants of one dialogue repeated this procedure for each
prepared information source.

We recruited 24 elderly people for the user-speaker roles,
because we focus on dialogue modeling to talk with elderly
people, which is caused by the culture-specific demand of
Japan. For the navigator-listener roles, there were 5 profes-
sional counselors, 5 professional care-takers, and 5 students
of graduate school (15 in total). Every attendee was a native
Japanese speaker. Each navigator-listener talked with 4 dif-
ferent user-speakers; in other words, 60 dialogues that had
unique combinations of participants were recorded. The
gender distribution is shown in Table 1.

Table 1: Number of recorded dialogues from the viewpoint
of gender

speaker
male | female
listener | male 23 2
female 29 6

The following instructions were given to the navigator-
listener participants.

e The navigator-listener reads two different documents
(news) as dialogue topics before the dialogue. The in-
formation sources include positive and negative topics.
The navigator-listener can check the documents any-
time during the dialogue, but it is forbidden to show
the documents to the user-speaker directly.

e The dialogue should start from a positive topic. The
navigator-listener will decide to change the topic af-
ter 10 minutes is spent on one topic depending on the
context of the conversation.

e The navigator-listener describes the main points of the
current topic first of all and asks for the user-speaker’s
opinion. Self-introductions are allowed as an ice-
breaking.

&

video

microphone
e

o)

user-speaker

Figure 1: Recording room

navigator-listener

Q Recording equipments
~=

microphone

o Digressing is allowed if it is natural in the context of
the conversation because we want to balance the natu-
ralness of dialogue and control of dialogue situation.

The following introductions were given to the user-speaker
participants.

e If you have any questions on the description given by
the dialogue partner, you can ask them anytime.

e After the description of the navigator-listener, you
should give your opinion on the current topic.

e Digressing is allowed if it is natural in the context of
the conversation.

After the recording, each participant was guided to differ-
ent rooms for questionnaires. The following items were
evaluated with 7-degree scores: smoothness, trustiness, fa-
miliarity, empathy, interest of the partner, distance of the
partner. One yes/no question, “did you have any thing that
you could not talk about with the partner,” was also asked.
We informed participants that the results would not be re-
vealed to the dialogue partners.

2.2. Recording Environment

We recorded dialogues in conference rooms by using head-
set microphones' and videos? to record the upper half of the
speakers bodies. The speech of both speakers was recorded
on a single channel of stereo audio per speaker, though a
USB-audio device®. Participants sat opposite each other
across a table. The position of each piece of equipment is
shown in Table 1.

We set up the recording as face-to-face because of the tim-
ing of backchanneling or interruption is a very critical fac-
tor in natural conversation. If we record the dialogue in a
non-opposite situation, behaviors of users in backchannel-
ing or interruption will be different from the face-to-face
situation because dialogue participants generates their be-
haviors by using not only audio information but also visual
information that can be observed from the dialogue partner.
Frame number of each utterance in the dialogue is also an-
notated in the transcription phase of our data construction,
which will be used to analyze generation timing.

'Crown CM311 Headworn Condenser Microphone
2SONY HDR-CX670 and HDR-PJ675
Roland Quad Capture
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Table 2: Annotation standard used for transcription

Tag names

|

Tags ‘

Sound prolongation at end of words

Reactive token
Filler

Laugh

Short pause
Inaudible speech

<H>

(R *): reaction without content words (e.g. back-channel)
(F)

(L *)

(P): 500 msec or longer pause

@)

Other standards

Expressions in corpus

Correction by speaker
Numbers

English words

Lazy speech

{correction|pronunciation|corrected words}
Chinese numerals

Katakana expressions

Transcribe as pronounced

Table 3: ISO 24617-2 dialogue act definition

Top category \ Sub-category H Tags

General Information seeking question, propositional q., check q., set q., choice q.,
purpose Information providing inform, agreement, disagreement, correction, answer, confirm, disconfirm
Commissive offer, promise, address request, accept request, decline request,
address suggest, accept suggest, decline suggest
Directive suggest, request, instruct, address offer, accept offer, decline offer
Dimension Auto/allo-feedback auto positive, allo positive, auto negative, allo negative, feedback elicitation
specific Turn management turn accept, turn assign, turn grab, turn keep, turn release, turn take

Time management

stalling, pausing

Own/partner comm. man.

completion, correct misspeaking, signal speaking error, self correction

Discourse structure man.

interaction structuring

Social obligations man.

initial greeting, return greeting, initial self introduction,
return self introduction, apology, accept apology, thanking,
accept thanking, initial goodbye, return goodbye

3. Annotations
3.1. Transcription

To use the data for dialogue modeling, we transcribed ev-
ery utterance included in the conversation of each session.
The transcription standard used is given in detail in Table 2.
Annotators automatically inserted a short pause if they ob-
served a 500 msec or longer pause and created segments of
utterances according to the content of the utterances. Time
stamps were annotated at the beginning and ending points
of each utterance. As the result of transcription, there were
27,986 utterances, 322,684 words, and 490,705 characters
in 60 dialogue sessions. Each utterance was segmented
with the Japanese morphological analyzer KyTea* (Neubig
etal., 2011).

3.2. Dialogue Act Annotation

We annotated each utterance of recorded dialogue with the
ISO 24617-2 dialogue act annotation standard (Bunt et al.,
2012). The standard has hierarchical classes that are re-
lated to the decision process of dialogue acts. A sum-
mary of the original structures of defined functions and
tags is shown in Table 3. There are two functions in
the top hierarchy: general-purpose functions and dimen-
sion specific functions. General purpose functions, func-
tions that classify utterances from the viewpoint of dia-
logue content, consist of four sub-functions: information-

*http://www.phontron.com/kytea/

seeking functions, information-providing functions, com-
missive functions, and directive functions. Dimension
specific functions, additional functions that have specific
roles for making a conversation advance smoothly, con-
sist of six sub-functions: auto/allo-feedback functions,
turn-management functions, time-management functions,
own/partner communication management functions, dis-
course structure management functions, and social obliga-
tions management functions. Several tags that belong to
dimension specific functions can be used for one utterance
if the utterance has several roles for making a dialogue ad-
vance. Fifty-five detailed classes are defined under the sub-
functions. Our dialogue act annotation was processed in ac-
cordance with the following procedure to follow the struc-
ture of the definition of ISO 24617-2 dialogue acts.

e Decide a sub-function of an utterance from the sub-
functions of general purpose functions. If there is no
matched function, use the label “dimension specific,”
which means that the utterance has only the role of
making the dialogue advance.

e Decide a specified category (tag) of an utterance from
the tags defined for the sub-function. If “dimension-
specific” is selected, annotators select a tag from any
of the functions of the dimension specific functions.

e Watch all utterances again to add additional tags from
dimension specific functions, because one utterance
can take several roles of dimension specific functions.
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Table 4: ISO 24617-2 dialogue act definition
’ Original tag (sub-function) \ Extended classes

Inform (information-seeking) | Topic presentation
Storytelling
Proactive presentation

Auto neutral

Auto positive & negative
(auto/allo-feedback)

To adapt the annotation standard for our purpose, model-
ing of information navigation and attentive listening, we
added the several dialogue tags mentioned in Table 4. The
“inform” tag was annotated on many utterances in the in-
formation navigation task; thus, we divided the tag into
three classes according to the kinds of information being
provided. “Topic presentation” is the action of providing a
new topic in conversation. With these utterances, new top-
ics are introduced or largely changed from the previous top-
ics. “Storytelling” is an action done mainly after a “topic
presentation.” In storytelling, the details and main points of
a provided topic are presented. ‘“Proactive presentation” is
the presenting of additional corresponding information to
the current topic.

We also extended the auto/allo-feedback functions by defin-
ing a neutral state for feedback for the dialogue partner. In
Japanese conversations, there are many unclear feedback
responses given to partners such as ones containing mod-
esty and compliments. The “auto neutral” tag was used for
such responses for which it was hard for annotators to de-
cide whether the responses were positive or negative.

3.3. Annotation and Feedback Loop

We had loop processing of annotation and feedback to re-
alize accurate annotation of dialogue acts. In the first step,
two annotators annotated tags in the same part of data with-
out any comparing and fitting of annotations. We used
Fleiss’ kappa (Fleiss et al., 2013) to calculate the agree-
ment of two annotators rather than Cohen’s kappa, because
we allowed annotators to put several dialogue acts for one
utterance. In the first loop, we calculated the annotation
agreement of the first step of the annotation: the decision
of the sub-function in “General purpose” or others (=any
functions of “Dimension specific”). The annotation agree-
ment between two annotators was 0.768 for the decision.
The score is sufficiently high, but we took a meeting for
fitting their annotation after the first annotation step. We
added some case-studies of annotation in the annotation
standard and tried to annotate other portion of the dialogue
data. We took the loop of annotation and feedback twice.
After these loops, the final annotation agreement of top-
category was 0.786. We also calculated the agreement score
of tags, it was 0.485, even if we have a variety of tags.
This high agreement is probably caused by the bias of the
distribution of tags, which is brought by the property of
tasks of the collected dialogue. Tasks of information nav-
igation and attentive listening define roles of speaker and
listener to participants explicitly. This property increases
the number of backchannels of listeners, which is easy to
annotate. After the annotation and feedback loops, remain-

ing data was annotated by single annotator.

Table 5: Numbers of basic tags in transcription

| Tagname | Numbers |
Filler 12,549
Reactive token 22,080
Laugh 2,256

Table 6: Numbers of sub-functions in annotated corpus

Tag name Numbers
Information seeking 3,066
Information providing 8,527
Commissive 69
Directive 74
Auto/allo-feedback 17,186
Turn management 718
Time management 974
Own/partner comm. man. 871
Discourse structure man. 163
Social Obligation man. 465

4. Statistics of Corpus

The numbers of tags for the transcribed utterances are
shown in Table 5. The majority of “reactive token” was
backchannels in information navigation and attentive lis-
tening. The numbers of each dialogue function in the anno-
tated corpus are shown in Table 6. The sub-function that
had the largest number was “Auto/allo-feedback,” which
included positive and negative feedback tags for user utter-
ances. This function is one of the most important functions
for realizing information navigation or attentive listening
systems. “Information seeking” and “Information provid-
ing” also often happened because summaries and opinions
on the topic being talked about were often exchanged be-
tween dialogue participants.

5. Dialogue Example

We show an dialogue example in Table 7. This example
shows that the dialogue is started from the information pro-
viding by the navigator about the news of Nobel prize. The
user made some confirmation questions to comprehend the
detail of the news in following turns. After the phase of in-
formation navigation, the dialogue was moved to the atten-
tive listening phase. In the attentive listening phase, the user
(speaker) tried to talk their opinion about the news, and the
navigator (listener) listened to the talk of the user carefully.
Some techniques of attentive listening, backchanneling or
repeating, are used in the attentive listening phase.

6. Conclusion

We recorded natural face-to-face Japanese conversations in
tasks of information navigation and attentive listening and
transcribed utterances to build a dialogue corpus. Each ut-
terance was annotated with extended ISO24617-2 dialogue
act tags to use the data for dialogue modeling. We devel-
oped a dialogue act annotation standard by using feedback
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to the annotated results and finally achieved the high agree-
ment of annotation results.

It is expected that the collected dialogue data contains tech-
niques of information navigation or attentive listening of
professional counselors or professional care-takers, which
will contribute the dialogue modeling of each task. In the
future, we plan to use the data to improve the dialogue
model for both tasks.

7. Acknowledgement
This work is supported by JST PRESTO (JPMJPR165B).

8. References

Bunt et al., 2010 Bunt, H., Alexandersson, J., Carletta, J.,
Choe, J.-W., Fang, A. C., Hasida, K., Lee, K., Petukhova,
V., Popescu-Belis, A., Romary, L., et al. (2010). To-
wards an iso standard for dialogue act annotation. In
Proc. of Conference on International Language Re-
sources and Evaluation.

Bunt et al., 2012 Bunt, H., Alexandersson, J., Choe, J.-
W., Fang, A. C., Hasida, K., Petukhova, V., Popescu-
Belis, A., and Traum, D. R. (2012). ISO 24617-2:
A semantically-based standard for dialogue annotation.
In Proc. of Conference on International Language Re-
sources and Evaluation, pages 430—437.

Core and Allen, 1997 Core, M. G. and Allen, J. (1997).
Coding dialogs with the damsl annotation scheme. In
Proc. of AAAI fall symposium on communicative action
in humans and machines, volume 56.

Dahl et al., 1994 Dahl, D. A., Bates, M., Brown, M., Fisher,
W., Hunicke-Smith, K., Pallett, D., Pao, C., Rudnicky,
A., and Shriberg, E. (1994). Expanding the scope of the
ATIS task: the ATIS-3 corpus. In Proc. of the Workshop
on Human Language Technology, pages 43—48.

Fleiss et al., 2013 Fleiss, J. L., Levin, B., and Paik, M. C.
(2013). Statistical methods for rates and proportions.
John Wiley & Sons.

Gasic et al., 2015 Gasi¢, M., Mrksié, N., Su, P.-h., Vandyke,
D., Wen, T.-H., and Young, S. (2015). Policy committee
for adaptation in multi-domain spoken dialogue systems.
In Proc. of IEEE Workshop on Automatic Speech Recog-
nition and Understanding, pages 806-812. IEEE.

Godfrey et al., 1992 Godfrey, J. J., Holliman, E. C., and
McDaniel, J. (1992). Switchboard: Telephone speech
corpus for research and development. In Proc. of IEEE
Internatonal Conference on Acoustics, Speech, and Sig-
nal Processing, volume 1, pages 517-520. IEEE.

Keizer and Rieser, 2017 Keizer, S. and Rieser, V. (2017).
Towards learning transferable conversational skills using
multi-dimensional dialogue modelling. In Proc. of SEM-
DIAL, page 158.

Kimetal., 2016 Kim, S., D’Haro, L. F., Banchs, R. E.,
Williams, J. D., Henderson, M., and Yoshino, K. (2016).
The fifth dialog state tracking challenge. In Proc. of
IEEE Workshop of Spoken Language Technology Work-
shop (SLT), pages 511-517. IEEE.

Lalaetal., 2017 Lala, D., Milhorat, P., Inoue, K., Ishida,
M., Takanashi, K., and Kawahara, T. (2017). Attentive

listening system with backchanneling, response genera-
tion and flexible turn-taking. In Proc. of Annual SIGdial
Meeting on Discourse and Dialogue, pages 127-136.

Mizukami et al., 2016 Mizukami, M., Yoshino, K., Neubig,
G., Traum, D., and Nakamura, S. (2016). Analyzing the
effect of entrainment on dialogue acts. In Proc. of An-
nual SIGdial Meeting on Discourse and Dialogue, pages
310-318.

Neubig et al., 2011 Neubig, G., Nakata, Y., and Mori,
S. (2011). Pointwise prediction for robust, adaptable
japanese morphological analysis. In Proc. of Annual
Meeting of the Association for Computational Linguis-
tics: Human Language Technologies, pages 529-533.

Papangelis and Stylianou, 2017 Papangelis, A. and
Stylianou, Y. (2017). Single-model multi-domain
dialogue management with deep learning. In Proc. of
International Workshop on Spoken Dialogue Systems,
pages 1-6.

Tanaka et al., 2016 Tanaka, H., Yoshino, K., Sugiyama, K.,
Nakamura, S., and Kondo, M. (2016). Multimodal inter-
action data between clinical psychologists and students
for attentive listening modeling. In Proc. of Conference
of Oriental COCOSDA, pages 95-98.

Williams et al., 2013 Williams, J., Raux, A., Ramachan-
dran, D., and Black, A. (2013). The dialog state tracking
challenge. In Proc. of Annual SIGdial Meeting on Dis-
course and Dialogue, pages 404—413.

Yamaguchi et al., 2016 Yamaguchi, T., Inoue, K., Yoshino,
K., Takanashi, K., Ward, N. G., and Kawahara, T.
(2016). Analysis and prediction of morphological pat-
terns of backchannels for attentive listening agents. In
Proc. of International Workshop on Spoken Dialogue
Systems, pages 1-12.

Yoshino and Kawahara, 2015 Yoshino, K. and Kawahara, T.
(2015). News navigation system based on proactive dia-
logue strategy. In Natural Language Dialog Systems and
Intelligent Assistants, pages 15-25. Springer.

Yoshino et al., 2017 Yoshino, K., Suzuki, Y., and Naka-
mura, S. (2017). Information navigation system with
discovering user interests. In Proc. of Annual SIGdial
Meeting on Discourse and Dialogue, pages 356-359,
August.

2926



Table 7: Dialo

gue example annotated with dialogue act tags

ID

Tag

Start

End

Transcription (Translation)

LI-000001

DS-IS
DS-OP

2975737

293017460

AHR DS FAoE) - AZa—2R % BN X
LTHZFEFLT, ZNIZDOWVWTEFRA-2L)
BELETULTHEHL2TE >,

(Today, I introduce two news, then we will discuss
about the news,)

LI-000001-2

IP-TP

FT - DOHWEBFEA-E)/ — RVEODOFBZATT
EFE—)HR TEREZOLEBIRDO K A &
EYOHMNEZ-LP) /) —RLVEZEINE L -,
T, ZOBRIADBFZR2L) UM EEFHOD)
HRDODZFE —-RP)DEK-TTEF&—)EHLD
KoT I UTHEZZERLTEELESP)HT

(The first news is about Nobel prize, an honorary professor
of TITECH, professor Ohkuma won the Nobel prize. His
father was also a researcher, and his family was research
family. He was youngest child but achieved long-cherished
wish of the family.)

L1-000001-3

IS-CEQ

FRA2E)YID=Za2a—A>CTIZHELTLE
TL& 507
Do you already know the news?

SP-000001

AA-AP

30469792

33626875

R 3 A)
(Backchanneling)

SP-000002

AA-AP

37591667

44030625

ROALDA)
(Backchanneling)

SP-000009

IS-CEQ

304958125

336606042

P)AAAI IA VD FHTT 1,
(Professor Ohkuma.)

LI-000002

IP-CO

334910658

341053515

R TV
(Yes.)

SP-000010

IP-AN
AA-ANE

344795000

369141250

HW7 &S mE»A &5 L T9 A,

(I’m not sure I have heard or not.)

LI-000003

IP-PP

369885488

381051927

ZO5Wo AT,
(This is his picture.)

SP-000011

1S-Q

422951042

435910000

INfFEAET TU 2 2102

(How many years ago he won the prize?)

LI-000004

IP-AN

435078005

483383447

ZREX-L)INDBSEDFE LY B VA E
FEIEE S,
(Probably, he won the prize in this year, I guess.)

LI-000004-1

IP-CO
AA-ALP

R ITWV) 5H,
(Yes, in this year.)

SP-000012

IS-CEQ

464000000

504021875

S, FdH)SETT H.
(Oh, in this year.)

SP-000138

IP-PP

10445199375

10629265625

N

T, BZx O 2o @miIT<EWVWoTH
BRI 2S5 Mk, o b HEZ Ko
WA & (PYF ) @R 72T AT v e
KL T. PEFFHTECTCIro 2 ITY
FHDO=)Rpigh, =00 —<owlh»h,

P) @R T T e ;o 72T T,

(In my generation, I was also poor, but Igo on to high school
because believed that I should go on to, but only one-third
of my friends go on to high schools.)

2l
7= e

Al WD
£3)

N

LI-000222

AA-AP

10472939456

10477368481

(R 1E\W)
(Backchanneling)

LI-000223

AA-AP

10533057370

10541755556

(FH—)R IFW)
(Backchanneling)

LI-000224

IS-CEQ

10617459184

10657617914

FH—)EAD O EL FHERZ, RIFEF-)

(Oh, your same generation people,)
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