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Abstract
We propose ESCRITO, a toolkit for scoring student writings using NLP techniques that addresses two main user groups: teachers and
NLP researchers. Teachers can use a high-level API in the teacher mode to assemble scoring pipelines easily. NLP researchers can
use the developer mode to access a low-level API, which not only makes available a number of pre-implemented components, but
also allows the user to integrate their own readers, preprocessing components, or feature extractors. In this way, the toolkit provides a
ready-made testbed for applying the latest developments from NLP areas like text similarity, paraphrase detection, textual entailment,
and argument mining within the highly challenging task of educational scoring and feedback. At the same time, it allows teachers to

apply cutting-edge technology in the classroom.
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1. Introduction

Scoring student writings is a core task for teachers, which
requires a lot of manual effort. Using assisted or auto-
mated scoring might have a tremendous impact on the qual-
ity of teaching, as it potentially shifts the focus from te-
dious assessment tasks to communicating knowledge. In
the case of free-form student writings, like essays or an-
swers to factual questions, correctly assessing a response
is still a challenging task. There are typically many ways
how a correct response can be expressed, and the variety
of responses is increased even more by orthographic and
grammatical deviations, which occur frequently in student
writings. Therefore, automatically scoring student writings
usually involves various other tasks central to NLP such
as spell checking, grammatical error correction, POS tag-
ging, paraphrase recognition, textual entailment, or argu-
ment mining.

In recent years, attempts have been made to link free-
form scoring to some of the above-mentioned fields. For
example, the SemEval 2013 Student Response Analysis
Task (Dzikovska et al., 2013) combined short-answer scor-
ing with recognizing textual entailment. More fundamental
research along such lines would be desirable. In addition to
basic research, more practical experimentation in the class-
room is needed as well. These goals require the involve-
ment of two disjunct groups of people: NLP researchers
(who develop scoring methods) and teachers (who bring
the methods to the classroom). However, existing imple-
mentations are often very specific to certain use cases and
datasets. That makes it difficult for teachers without a tech-
nical background to use them out-of-the-box, let alone ap-
ply them to new data. At the same time, the application
field is highly complex, which discourages NLP researchers
from testing the latest developments in this field.

We thus present ESCRITO, the Educational SCoRIng
TOolkit, a toolbox for free-text scoring based on natural
language processing and machine learning, which caters to
both user groups. ESCRITO has two main goals: (i) to en-
able teachers to quickly build free-text scoring systems and
apply them in real-life scenarios, and (ii) to provide an ap-
plication testbed for the integration and evaluation of NLP

algorithms. Teachers can access ESCRITO using a high-
level API that allows them to specify and execute scoring
pipelines on their own data following best-practices in the
field. Research scientists will find a low-level API, which
allows them to access, customize, and extend all relevant
aspects of automatic scoring including preprocessing, fea-
ture extraction, and machine learning setup.

We ensure reproducibility of results through detailed
automated documentation of experimental setups. We also
have designed ESCRITO to be as language-independent as
possible. It has been successfully applied to data in var-
ious languages. All parts of ESCRITO have already been
used in research projects concerning essay scoring (Zesch
et al., 2015b; Horbach et al., 2017c), spellchecking on
learner data (Horbach et al., 2017a), clustering (Zesch et
al., 2015a), and neural short-answer scoring (Riordan et al.,
2017). This shows the wide applicability of the framework
and that state-of-the-art approaches can be easily modeled
within the framework.

Related Work To the best of our knowledge, there are
no other publicly available general-purpose scoring frame-
works addressing either programmers or practitioners. Pro-
prietary systems such as e-rater (Attali and Burstein, 2004)
can only be used commercially and as a sort of black-box.
While a number of scoring implementations are publicly
available, such as Neural Essay Assessor (Taghipour and
Ng, 2016), an essay scoring system for Swedish (Ostling et
al., 2013), or clustering-based scoring Zesch et al. (2015a),
these implementations are typically centered around a spe-
cific dataset and method, and not straight-forward to ex-
tend or apply to new data. Equally, there are approaches
for supporting teachers with free-text answers in MOOC:s.
An example is a plugin for the learning management sys-
tem Moodle which sorts answers by their similarity to a
reference answer (Pado and Kiefer, 2015).

2. Educational Scoring Toolkit

Educational free-text scoring is often tackled as a classi-
cal supervised learning task with the goal to assign a la-
bel to some piece of text written by a learner in response
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Figure 1: Overview of the ESCRITO architecture.
to a prompt. This text can either be an answer to a so- ESCRITO on top of DKPro TC (Daxenberger et al., 2014),

called short-answer question, asking for answers consisting
of only a few words or a few sentences, or it can be a longer
text, such as an essay consisting of several hundred words.
Figure 1 shows examples for the range of free-text exercises
and the variety of possible learner answers for individual
prompts.

The labels assigned may be numeric as well as cat-
egorical (correct/incorrect or more fine-grained diagnos-
tic labels). Their value can either be based on content
alone (content-scoring) or on content and form (typically
in holistic scores for essay scoring). Typically, the prompt
in response to which answers are given is available. Pre-
defined reference answers, i.e. sample solutions, are avail-
able in some cases. These additional materials can also be
leveraged in automatic scoring; for example, to compare
whether an answer to be scored is similar to the reference
answer or to identify domain-specific vocabulary useful for
spell-checking.

In order to model this complex setup, we build

an UIMA-based open-source framework that provides easy
access to various algorithms for supervised text classifica-
tion and extensive parameter documentation enabling re-
producible research. ESCRITO extends DKPro TC with re-
spect to the specific needs of educational scoring applica-
tions: it offers easy access to existing educational datasets,
various preprocessing options, state-of-the-art scoring fea-
tures, evaluation and visualizations for common scoring
scenarios, as well as options to integrate new data and to
customize existing or to add new preprocessing compo-
nents and feature extractors. Figure 1 gives an overview
of the system’s architecture.

2.1. Easy Access to Existing Datasets

Datasets often come each in their own format, such
that data preparation can be tedious and time-consuming.
We provide pre-implemented readers for state-of-the-art
datasets, such as ASAP-AES' for essay scoring and ASAP-

"https://www.kaggle.com/c/asap-aes
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PHRASE-LENGTH LEARNER ANSWERS FOR CONTENT SCORING (POWERGRADING - PROMPT 1)
QUESTION: What is one right or freedom from the First Amendment of the U.S. Constitution?

LEARNER ANSWERS:

e correct: freedom of speech

e correct: free speech

e correct: freedom to talk freely
e correct: freedome of religeon

e incorrect: the right to bear arms

e incorrect: life

PARAGRAPH-LENGTH LEARNER ANSWERS FOR CONTENT SCORING (ASAP-2 - PROMPT 1)
QUESTION: After reading the groups procedure, describe what additional information you would need in order to replicate the experi-
ment. Make sure to include at least three pieces of information.

LEARNER ANSWERS:

e 3 points: Some additional information you will need are the material. You also need to know the size of the contaneir to measure
how the acid rain effected it. You need to know how much vineager is used for each sample. Another thing that would help is to
know how big the sample stones are by measureing the best possible way.

e 1 point: After reading the expirement, I realized that the additional information you need to replicate the expireiment is one,
the amant of vinegar you poured in each container, two, label the containers before you start yar expirement and three, write a
conclusion to make sure yar results are accurate.

e (0 points: The student should list what rock is better and what rock is the worse in the procedure.

TEXT-LENGTH LEARNER ANSWER FOR SCORING OF PERSUASIVE ESSAYS (ASAP-1 - PROMPT 1)
INSTRUCTION: Write a letter to your local newspaper in which you state your opinion on the effects computers have on people. Persuade
the readers to agree with you.

LEARNER ANSWER:

e 6 points: Dear, @ ORGANIZATION]1 I think the effects that computers do on people are really positive. Computers can be used for
all sorts of things. Examples like finding things out about history. People that changed the world and other information. Computers
give the power for children to learn. For example, their are lots of websites that offer online tutoring or good ways to help you pass
school. Other positive way is online dateing sites. You can meet new people and is a good way to make life even better. Popular
sites like @CAPS1, @CAPS2, @CAPS3, and so on make a good way to keep in touch with friends from your past, or even make
new ones. But the most that I think thats the best in my opinion is going to school online. Once your done with colloge and you are
a nuse, for an example you can get a higher degree like a registered nurse then being a @ ORGANIZATION2. I think computers
has a positive effect on people.

Table 1: Examples for free-text tasks asking for answers of very different complexity.

SAS? for short-answer scoring, the Powergrading short- swers as well as datasets where one or several reference

answer dataset (Basu et al., 2013), the dataset by Mohler
and Mihalcea (2009), the Student Response Analysis
(SRA) dataset (Dzikovska et al., 2013), and the German
CREG corpus (Meurers et al., 2011) to facilitate this task.
Furthermore, we also support generic educational datasets,
consisting of at least a set of learner answers, each with
an ID and a score. We provide generic readers for such
datasets in line-based formats (such as CSV) which novice
users may use to integrate their own data without having
to write their own reader. These readers support different
properties of the data, such as categorical and numerical
scoring labels. They also support datasets where a prompt
text is available and both datasets without reference an-

https://www.kaggle.com/c/asap-sas

answers are provided and used for comparison with the
learner answer. We additionally provide interfaces for ex-
pert users to easily integrate new dataset readers.

2.2. Preprocessing

For preprocessing, ESCRITO integrates all tools available
through DKPro Core (Eckart de Castilho and Gurevych,
2014), which provides access to a large number of inter-
changeable and interoperable components in several lan-
guages. In the high-level mode, the system automatically
checks which preprocessing components are needed for a
selected language and feature setting. It assembles a stan-
dard preprocessing pipeline according to best practices, so
that a teacher does not have to worry about the implemen-
tation details of linguistic analysis. In the expert mode, the
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user can select from the complete range of DKPro Core pre-
processing components and assemble a pipeline according
to their needs while they get a warning if a feature extrac-
tor requires a preprocessing step that is not included by the
user.

In ESCRITO, we add preprocessing components accord-
ing to the special requirements of the task. Learner answers
typically show a much higher orthographic variability than
standard language. Spelling errors are typically ignored in
content-scoring while their absence or presence is a useful
feature for form-based scoring. Therefore, learner answers
can optionally be normalized before feature extraction or
language errors are simply annotated to be consumed later
by a feature extractor that extracts the number and type of
errors in an answer as features. Therefore, we add spell-
checking components based on spellcheckers like Jazzy?.
Our method (Horbach et al., 2017b) automatically extends
their lexicon using prompt-specific material, e.g. the words
in the prompt the answer refers to. Thus, lexical items
that a learner likely referred to when creating their answers
appear in the dictionary of a spell-checker even if they
come from a very specific domain and would not appear in
standard spelling dictionaries. Furthermore, we implement
spell-checking mechanisms that prefer domain-vocabulary
over non-domain-vocabulary when automatically correct-
ing spelling errors.

In addition to spell-checking, we provide optional
marking of elements in a learner answer as being copied
from the question in the prompt. Consider the example
question Where was Peter born? where the rheme-only an-
swer in Berlin and the full answer Peter was born in Berlin
convey the same content. Marking this material provides
the option to ignore it later in some feature extractors.

Even more task-specific preprocessing components can
easily be plugged in by wrapping them as UIMA annota-
tors.

2.3. State-of-the-art Scoring Features

ESCRITO provides a wide variety of state-of-the-art fea-
tures from both essay and content scoring as well as means
for easily integrating newly developed ones.

N-gram features are known to be a powerful feature
group determining the content of an answer. We extend
the n-gram feature extractors provided through DKPro TC
by integrating different normalization techniques and de-
termining n-grams not only on the basis of words and
characters, but also based on dependency triples. Length
features, such as number of tokens or sentences are also
known to have a highly predictive power, especially when
answers are written under a time limit.

Several feature groups target the language of an answer
in terms of complexity and correctness: Linguistic Com-
plexity is especially important for essay scoring. We mea-
sure linguistic complexity through variance on the lexical
level (type-token-ratio), on the syntactic level (distribution
of POS tags, average and maximal depth of parse trees,
number and type of subordinate clauses), and via a number
of readability measures from DKPro TC readability. We

‘https://github.com/reckart/jazzy

extract language correctness features about the nature and
frequency of different language errors identified by our own
spell-checking methods as well as grammar and stylistic er-
rors found by LanguageTool.*

We target the structure of an essay through Coherence
and Cohesion features which measure the usage of con-
nectives in an answer, as well as the content overlap be-
tween adjacent sentences. We also provide features on
the argumentative structure of an essay, e.g. through the
number and distribution of claims and citations in a text.
Especially in short-answer scoring, prompts often include
a target answer and answers are typically correct if they are
similar to or entail the target answer. Based on DKPro Sim-
ilarity (Bér et al., 2013), we provide textual similarity fea-
ture extractors that measure similarity between the learner
and the target answer on the surface level (token overlap
and string similarity measures), on the syntactic level (over-
lap of dependency triples), or the semantic level (e.g. using
concept alignment).

In case that there are several possible reference answers
for a learner answer, we offer different ways of combining
the evidence from these reference answers by either tak-
ing the maximum, minimum, average, or all feature values
produced when comparing a learner answer to the individ-
ual target answers. These differences can, for example, be
important when handling both similarity scores as well as
distances. New features can easily be implemented and in-
tegrated by using interfaces for features either based on the
learner answer text alone or its comparison with a prompt
text or reference answer.

Integration of Deep Learning Deep learning methods
became widely used in various NLP areas including educa-
tional free-text scoring (Taghipour and Ng, 2016; Riordan
et al., 2017) and are often a very powerful alternative to
traditional shallow learning methods. DKPro TC has been
extended (Horsmann and Zesch, 2018) to also provide in-
terfaces to widely used deep learning frameworks including
Keras (Chollet and others, 2015), DeepLearning4J 5 and
Dynet (Neubig et al., 2017), while ensuring reproducibility
and easy preprocessing through DKPro TC. We integrate
this extension to make sure deep learning methods can be
used in ESCRITO.

2.4. Machine Learning Scenarios

We specify commonly used experimental setups that allow
for both supervised and unsupervised machine learning sce-
narios according to the needs of the two user groups.

From an NLP researcher’s perspective, the supervised
case with labeled train and test data is certainly the most
common one. We provide setups for both cross-validation
and train-test setups with the option to choose from differ-
ent machine learning tools as provided by Weka (Hall et al.,
2009) and wrapped through DKPro TC.

Additionally, learning curve evaluations come in handy
when one wants to assess how many training instances are
needed until no further improvement can be reached with
more data. ESCRITO implements learning curves which

*nttps://www.languagetool.org/
Shttp://deeplearning4j.org
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Figure 2: An example for the evaluation of a learning curve experiment.

simulate that only a limited number of training data is avail-
able and provides best, worst, and average learning curves
across large numbers of randomly selected items.

Real-life scoring scenarios often fall somewhere in be-
tween the supervised and the unsupervised case: some
part of the data is typically unlabeled and should be la-
beled by the tool (and afterwards potentially re-checked by
a teacher). Therefore, we assume that scenarios where a
model is to be trained on existing labeled training data and
applied on new unlabeled test-data will occur frequently;
for example, when the same or similar prompts have al-
ready been used and scored in an earlier exam and are now
administered to a new cohort of students. In such a case, we
can provide evaluations on the training data using cross-
validation to allow a performance estimation and present
classification results on the unlabeled test data with addi-
tional confidence scores. This allows a teacher to re-visit
the automatically scored data manually, while concentrat-
ing on the uncertain cases and checking with higher prefer-
ence.

When a teacher wants to score data from a new do-
main with no existing labeled training examples, two op-
tions are possible. First, in a completely unsupervised sce-
nario, items are clustered according to the similarity be-
tween answers, such that clusters are formed that contain
similar answers. A teacher can then inspect clusters and as-
sign scoring labels either to whole clusters or to individual
members of a cluster. In this way, they can save annotation
time and effort and are at the same time informed about
common misconceptions in the student answers (Basu et
al., 2013). Second, a teacher might want to label some,
but not all their data, train a classifier and then re-label the
complete dataset (or only the so-far unlabeled data). In this

scenario, we provide methods to select the items to be la-
beled in an informed way, for example by selecting items
so that they cover as much of the feature space as possible.
As an alternative, we provide methods from active learn-
ing, where items are dynamically selected in a way that a
machine learner profits most from them, such that human
annotation effort is reduced (Horbach and Palmer, 2016).

2.5. Evaluation and Visualization

We report frequently used evaluation metrics depending on
the type of labels used in a dataset: accuracy, quadratically
and linearly weighted kappa, precision, recall, F-measure
as well as correlation scores such as Pearson(Pearson,
1895) and Spearman(Spearman, 1904). To facilitate er-
ror analysis, incorrectly classified items (i.e. false posi-
tives and false negatives for a class) are written to separate
files and can easily be inspected. Besides plain text result
files, ESCRITO also writes tables and figures in LaTeX for-
matting or images. Additionally, we provide mechanisms
to compare different experiments and perform significance
testing on them.

In the unsupervised case, scoring results per answer are
presented to the user for manual inspection where the user
can customize the data to be ordered, e.g. by scoring con-
fidence of the system, by the assigned class, or clustered
based on item similarity so that similar items can be re-
viewed together.

Figure 2 shows as an example part of the evaluation of
a learning curve experiment. The user gets output in the
form of a chart showing the performance of the best, worst
and average training data configurations resulting from a
large number of random samples of training data as well as
the performance of selecting training data based on cluster
centroids. The user can inspect for every point on the curve
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which particular item selection lead to that result.

3. Example Use Cases

We will now have a closer look how the toolkit can be used,
which we exemplify based on two example users.

A textual entailment researcher who has developed
a new, promising algorithm might want to evaluate it as
part of a educational scoring pipeline. With ESCRITO, she
can easily assemble a baseline system that is evaluated on
multiple datasets and then compare the results against an
augmented system, that uses entailment as an additional
feature. She can even easily get access to the instances
on which the two system configurations differed in order
to examine the cases in which the entailment-based system
outperformed (or underperformed) the baseline.

An educational science researcher wants wants to
know whether automatic scoring in a particular test dis-
criminates against non-native speaking students, for exam-
ple because they might use a wording not so frequently used
in the training data. To do so, he can easily train and cross-
validate scoring models for his test with a set of annotated
answers. By inspecting the automatic scores in compari-
son to the human annotations (for example in the form of
files with lists of false postive and false negative answers),
he can easily determine whether answers from non-native
speakers are more likely to be misclassified by a certain al-
gorithmic setup.

A teacher, who wants to score student writings in Ital-
ian as a consistency check in addition to his own manual
scoring, can use on of the pre-configured setups to train a
model and apply it to a new cohort. The data only needs to
be formatted in the default format of one response per line
with the label separated by a tab. ESCRITO automatically
selects the default preprocessing pipeline for Italian and the
teacher can easily inspect the resulting classifications. If he
decides that it would be better to ignore spelling errors in
the scoring, he can configure that using a high-level config-
uration API.

4. Summary

We presented ESCRITO, a toolkit for scoring of free-text
answers in the educational domain. We support two user
groups for educational NLP applications, teachers and NLP
researchers, through both a high-level plug-and-play ver-
sion and an easily extendable low-level API. We do so by
providing baseline methods and setups for a number of
common datasets, which are easily extendable through new
datasets, preprocessing methods, or features.

ESCRITO enables reproducible research by carefully
logging the experimental configuration and allowing to
publish complete experimental setups including all prepro-
cessing steps. ESCRITO directly addresses multi-linguality
by providing preprocessing and feature extraction for a
wide range of languages as well as a language-independent
core of scoring functionality. We hope that ESCRITO will
foster research on applying cutting-edge NLP technologies
in educational applications as well as practical experimen-
tation using free-text scoring in real-life scenarios.
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