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Abstract
It is widely recognized that the ability to exploit Natural Language Processing (NLP) text mining strategies has the potential to increase
productivity and innovation in the sciences by orders of magnitude, by enabling scientists to pull information from research articles
in scientific disciplines such as genomics and biomedicine. The Language Applications (LAPPS) Grid is an infrastructure for rapid
development of natural language processing applications (NLP) that provides an ideal platform to support mining scientific literature. Its
Galaxy interface and the interoperability among tools together provide an intuitive and easy-to-use platform, and users can experiment
with and exploit NLP tools and resources without the need to determine which are suited to a particular task, and without the need for
significant computer expertise. The LAPPS Grid has collaborated with the developers of PubAnnotation to integrate the services and
resources provided by each in order to greatly enhance the user’s ability to annotate scientific publications and share the results. This
poster/demo shows how the LAPPS Grid can facilitate mining scientific publications, including identification and extraction of relevant
entities, relations, and events; iterative manual correction and evaluation of automatically-produced annotations, and customization of

supporting resources to accommodate specific domains.
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1. Introduction

Keeping up with the ever-expanding flow of data and pub-
lications is untenable and poses a fundamental bottleneck
to scientific progress. The global research community gen-
erates approximately 2.5 million new scholarly papers per
year (in English only); a new research paper is published
every 12 seconds. Current search technologies typically
find many relevant documents, but they do not extract and
organize the information content of these documents or
suggest new scientific hypotheses based on this organized
content.

It is widely recognized that the ability to exploit Natural
Language Processing (NLP) text mining strategies has the
potential to increase productivity and innovation in the sci-
ences by orders of magnitude, by enabling scientists to pull
information from research articles in scientific disciplines
such as genomics and biomedicine. The application of
NLP techniques can also lead to hypotheses and discov-
eries for which there is “hidden” (not explicitly stated) evi-
dence in the research literature and enable linking extracted
information to form new facts or new hypotheses to be ex-
plored further. These methods enable scientists to rapidly
identify publications relevant to their own research as well
as make scientific discoveries by scouring hundreds of re-
search papers for associations and connections (such as be-
tween drugs and side effects, or genes and disease path-
ways) that humans reading each paper individually might
not notice.

Up to now, the use of NLP technologies has required con-
siderable skill in the field. However, recent development of
environments for constructing customizable NLP applica-
tions has opened the door for scientists to exploit NLP tech-
nologies for discovering and mining information from mas-
sive bodies of scientific publications such as those found in
PubMed, PLoS, Web of Science, etc.

The Language Applications (LAPPS) Gricﬂ (Ide et al.,
2014) provides an infrastructure for rapid development of
natural language processing applications (NLP) by provid-
ing access to a wide range of tools and making them both
syntactically and semantically interoperable. The LAPPS
Grid uses the Galaxy platfomﬂ(Giardine etal., 2005), orig-
inally developed for use by genomics researchers with lit-
tle computational expertise, as its workflow engine. The
Galaxy interface and the interoperability among tools to-
gether provide an intuitive and easy-to-use platform that
enables users to experiment with and exploit NLP tools and
resources without the need to determine which are suited to
a particular task, and without the need for significant com-
puter expertise.

We demonstrate how the LAPPS Grid can be used to
rapidly and easily develop out-of-the-box workflows for in-
formation and relation extraction and adapt them to data
for specific disciplines, for example by providing means to
rapidly bootstrap custom dictionaries and gazetteers. We
also show how users can employ a cycle of automatic an-
notation and manual correction to create more robust an-
notations, and exploit state-of-the-art evaluation services to
determine the optimal tool and resource configuration for a
given task. Finally, we demonstrate the use of the LAPPS
Grid access major scientific publications databases stored
in the cloud as well as materials and facilities available
through the PubAnnotation portaﬂ and query them with
Apache Solr for data discovery and mining.

"http://www.lappsgrid.org
Zhttp://galaxyproject.org
3http://pubannotation.org
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2. LAPPS Grid Overview

The US National Science Foundation SI?-funded Language
Applications (LAPPS) Gricﬂ (Ide et al., 2014) was origi-
nally developed to facilitate rapid development of Natural
Language Processing (NLP) applications. From the out-
set, it was designed to enable sophisticated analyses while
hiding the complexities associated with the underlying in-
frastructure, with an eye toward serving the needs of re-
searchers and students who may not have substantial com-
putational expertise. The LAPPS Grid provides seamless
access to a wide range of NLP tools, including popular pub-
lic tools such as StanfordNLP, OpenNLP, NLTK, LingPipe,
as well as tools and modules available in GATE and var-
ious UIMA platforms; machine learning facilities; and a
state-of-the-art Open Advancement (OA) evaluation system
developed at Carnegie Mellon University and used in the
development of IBM’s Jeopardy-winning Watson. It also
provides access to several mainstream resources, including
holdings of the Linguistic Data Consortium (LDC). Most
crucially, the LAPPS Grid provides for using all of these
tools and resources interoperably in a seamless “plug-and-
play” workflow environment, thereby eliminating the ef-
fort required to harmonize input and output formats to use
a set of tools together. The LAPPS Grid is also flexible
and extensible, as tools and datasources are routinely added
to the LAPPS Grid as required by various researchers and
projects.

The LAPPS Grid is open source (Apache 2.0 license) and
free for use by anyone, and can be run from the web, on a
user’s laptop or desktop, in the cloud, or as a self-contained
docker image when it is necessary to protect sensitive data
or no network connection is available. We have also devel-
oped means to provide secure access to licensed data and
software where necessary from within the LAPPS Grid, as
well as to allow for user authentication and identification
through identity providers (e.g., InCommorE]) that provide
a secure and privacy-preserving trust fabric for their mem-
bers.

The LAPPS Grid provides cloud-based computation via
the NSF-funded Extreme Science and Engineering Discov-
ery Environment (XSEDE)| and the associated Jetstreany|
cloud environment. These resources allow users to create
virtual machines configured as specialized versions of the
LAPPS Grid on the remote resource. If necessary, access
can be given to specified domain servers holding secure
data.

2.1. Galaxy workflow engine

The LAPPS Grid’s adaptation of the Galaxy workflow en-
gine provides an intuitive and easy-to-use interface and data
management system. The Galaxy projec started in 2005
to create a system enabling biologists without informat-
ics expertise to perform computational analysis through the
web. It has since been widely adopted within the life sci-
ences community.

*“http://www.lappsgrid.org
>http://incommon.org
®https://www.xsede.org
"https://jetstream-cloud.org
8http://galaxyproject.org

Galaxy is an open-source applicatiotﬂ that includes tool in-
tegration and history capabilities together with a workflow
system for building automated multi-step analyses, a visu-
alization framework including visual analysis capabilities,
and facilities for sharing and publishing analyses (Goecks
et al., 2010; |Afgan et al., 2016). It is accessed through
a graphical interface where data inputs and computational
steps are selected from dynamic menus, and results are dis-
played in plots and summaries that encourage interactive
workflows and the exploration of hypotheses.

With funding from the National Science Foundatio we
are working with the Galaxy development team in order to
adapt the system to our domain and apply Galaxy’s pow-
erful analytic and visualization software to information ex-
tracted from texts using the LAPPS Grid without leaving
the platform. The ultimate goal of this collaboration is to
both enhance the capabilities required to support NLP ap-
plication development and contribute to the expansion of
Galaxy to domains outside the life sciences, which is a cur-
rent goal of the Galaxy project.

2.2. Comparison to existing platforms for
biomedical text analysis

The two most well-known platforms that currently sup-
port scientific literature mining are the UIMA-based U-
Compare (Kano et al., 2008) and a more recently devel-
oped platform named Argo (Rak et al., 2012). Both of these
systems allow the user to assemble modular pipelines and
perform evaluations against a gold standard. U-Compare
is plagued by instabilities of platform interoperability, per-
missions, and the like, and typically requires the interces-
sion of a specialized software engineer. Argo attempts to
ameliorate some of these problems by providing a web-
based interface to the underlying UIMA-based system, but
suffers from many of the same problems as U-Compare
and is seemingly unsupported at this time. Frameworks
that support general text mining, e.g., the General Archi-
tecture for Text Engineering (GATE) (Cunningham et al.,
2011), provide “local interoperability” for tools available
from within the framework, but there is no interoperabil-
ity with tools or components available from outside the
framework that the user might wish to use. In contrast, the
LAPPS Grid provides interoperable access to tools in vari-
ous UIMA systems as well as tools from GATE, which can
be pipelined within the LAPPS Grid without the need for
1/0 format conversion[']

2.3. Access to Resources

Access to publication resources in the biomedical domain
is problematic for several reasons:

1. Repositories vary in the types and format of their con-
tents, some containing abstracts while others contain
full text articles. Many provide only access to query

“Distributed under the terms of permissive Academic Free Li-
cense: http://getgalaxy.org

10US NSF grant ABI 1661497

"'The LAPPS Grid currently contains several GATE tools and
makes them interoperable with all other tools in the framework,
including several UIMA-based tools from DKPro.
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results and not the full text itself. For those that do de-
liver the full text, many provide them in PDF format,
which requires sophisticated conversion to enable text
mining, while others deliver XML, JSON, and a vari-
ety of other formats.

2. Repositories are spread out all over the web, making
them difficult to find and even harder to use together.

3. While some repositories are freely open, others re-
quire subscriptions or licenses.

An instance of the LAPPS Grid tailored to mining biomed-
ical publications is currently maintained on the JetStrean |
cloud environmentpzl The instance currently includes full-
text PubMed data used in several BioNLP and SemEval
shared tasks, some with several layers of annotation. In
addition, the LAPPS Grid has collaborated with the devel-
opers of PubAnnotatiorE'] to integrate the services and re-
sources provided by each in order to greatly enhance the
user’s ability to annotate scientific publications and share
the results. PubAnnotation is a repository of text annota-
tions applied to biomedical publications, all of which are
aligned to the canonical text in either PubMed or PubMed
Central, thus linking all PubAnnotation annotations to each
other through the canonical texts. Annotations are acces-
sible and searchable through standard web protocols such
as the REST API. Through the collaboration with PubAn-
notation we have enabled access to holdings of PubMed
(ca. 12 million abstracts) and PubMed Central (over 11
thousand full-text documents) by creating a ‘“PubAnnota-
tion datasource” in the LAPPS Grid. Users also have access
to the annotations in the PubAnnotation repository that are
linked to the texts.

Note that all text resources in the LAPPS Grid are rendered
in the JSON-LD-based LAPPS Interchange Format (LIF)
(Verhagen et al., 2015)), which means that they are consum-
able by all tools in the LAPPS Grid.

We aim to provide access to as many full text articles as
possible from within the LAPPS Grid as direct datasources,
thus providing a “one stop” location for accessing publi-
cations available from otherwise scattered locations. The
articles are converted to our internal JSON-LD format for
delivery within the Grid so that researchers need not be
concerned with issues of format conversion. For the pur-
poses of mining scientific publications, we are interested
in repositories that deliver full text, such as the following:
PubMed Central (PMC (open section), PubMed Central
Canad Open Science Repositor Public Library of
Science (PLOSE arXiv{ﬂ and BioMed Centram We also
plan to provide access for users with appropriate credentials

Phttps://jetstream-cloud.org

BThis instance can be
http://jetstream.lappsgrid.org.

Yhttp://www.pubannotation.org

Shttps://www.ncbi.nlm.nih.gov/pmc/

"®http:/pubmedcentralcanada.ca/pmcc/

http://www.open-science-repository.com

Bhttps://www.plos.org

Phttps://arxiv.org/

Phttps://www.biomedcentral.com

accessed at

to data from repositories that require a subscription, such as
the Web of ScienceErL using the authentication procedures
already in place for delivering data from the Linguistic Data
Consortium (LDC) within the Grid.

The LAPPS Grid also integrates several existing lexicons,
ontologies, and knowledge bases relevant to the fields in
which our collaborators are working (e.g., UMLS??, En-
trezGeneEﬂ MeSPPE], UniProlPE]) as datasources, thus elim-
inating the need to access each one from a different source.
In addition, Galaxy itself provides access to a very wide
range of datasources relevant to genomic analysis and gene
sequencing, as well as multiple tools to convert and manip-
ulate the data.

3. Tools for Biomedical Text Analysis

In addition to the wide range of general purpose NLP tools
available in the web-based LAPPS Grid instanc the Jet-
Stream instance currently includes several entity recogniz-
ers for biomedical terminology, event annotators, relation
extraction software, and dictionary-based entity recogniz-
ers that can use customized lexicons, as well as machine
learning facilities and tools for identifying key terms, syn-
onyms, acronyms, lexical variants, and the like.

Figure [I] shows a portion of the LAPPS Grid menu in
Galaxy that includes biomedical annotation tools together
with a visualization of protein annotation on a PubMed
document, using the Brat visualization tool included in the
Grid.

4. Open Advancement Evaluation

One of the most valuable components of the LAPPS Grid
suite of services for publication mining is its OA evalu-
ation capability. Most information systems consist of a
number of processing units or components arranged in se-
ries, or workflow; OA enables the user to automatically and
efficiently evaluate different workflow configurations and
identify those that achieve the best results. Much current
research focuses on experimentation with parameters of a
single module while keeping modules and parameters else-
where in the system frozen. For example, a typical, sim-
ple workflow for biomedical text mining will rely on algo-
rithms, toolkits, and pre-trained models for basic NLP pro-
cesses such as sentence segmentation, tokenization, part-
of-speech tagging, and chunking, coupled with tools and
resources specially suited to a given area of biomedical re-
search that extract terms and entities, identify terms and
acronyms, provide synonyms and lexical variants, etc. Im-
provement of the system’s performance might focus on re-
fining entity extraction, possibly applying different models
and/or augmenting a gazetteer or lexicon, while the prelim-
inary processes remain static. There is typically no knowl-
edge of the degree to which the performance of any indi-
vidual module contributes to overall performance, although

' https://clarivate.com/products/web-of-science/
Zhttps://www.nlm.nih.gov/research/umls/
Bhttp://www.ncbi.nlm.nih.gov/gene
**https://www.nlm.nih.gov/mesh/
Bhttp://www.uniprot.org
Phttp://galaxy.lappsgrid.org
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LAPPS/Galaxy

Tools -3

Local Data
Upload File from your computer

Wrap text in a LAPPS Data object.
MASC
BioNLP 2016 (Coref)
BioNLP 2016 (Proteins)
BioNLP 2016 (Reference)
Eurolan 2017
TimeML Events TimeML annotations

PennBIO Tokenizer (CATE 8.4.1)
tokenizer for BioNLP

Gene Tagger add gene annotations

Malignancy Tagger tags malignancies
Heidel Time time annotations

Biomedical NER identifies bio-medical
named entities in the input text.

LIF Export export just the text from a
LIF Data object

Export GATE/XML export GATE/XML
from a Data object

GateTolif v2.0.0 Converts GATE
‘documents to the LAPPS JSON/LD
format.

LifToGate v2.0.0

Weblicht

Analyze Data
defective SOCS3 expression may be responsible for persistent STAT3 activation in response to serum IL-6.
FROT FROT FROT
There is a possibility that SOCS1 induction may be associated with the ability of CD4+ T cells to produce IFN-y, because
PROT PROT PROT PROT
D4+ T cells from active RA could produce high levels of IFN-y in the presence of IL-10, and because IEN-y has been known
PROT

as a potent inducer of SOCS1 [32]. It is of interest in this regard to indicate that polarized Thl and Th2 cells express high

PROT PROT PROT PRAT PROT
levels of SOCS1 and SOCS3 MRNA, respectively [44], IL-12-induced STAT4 activation is inhibited by SOCS3 induction in Th2

PROT PROT’ PROT PROT PROT
cells, whereas |L-4-induced STATE signaling is diminished by SOCS1 induction in Thl cells. SOCS1 and SOCS32 may thus
PROT| [FROT
have important roles as Thl-specific and Th2-specific, mutually exclusive, cross-talk repressors of the IL-4-STATG and the
PROT] [PROT
IL-12-STAT4 signaling pathways, respectively. Consistent with this notion, PB T cells from patients with allergic diseases
PROT PROT
significantly express high levels of SOCS3 transcripts, and the SOCS3 expression correlates well with serum IgE levels and
PROT PROT PRGT

disease pathology [45]. Higher SOCS1 expression with lower SOCS3 expression in PB CD4+ T cells from RA patients,

compared with healthy controls, is therefore probably consistent with their systemic bias towards a Thl phenotype, as has
previously been demonsirated [48-49].

Tool Output

{
"discriminator" : "http://vocab.lappsgrid.org/na/media/jsonld#lif",
"payload” : {

: "http://vocab.lappsgrid.org/context-1.0.0.jsonld",

Example Applications
BioASQ Khyathi Chandu's pipeline as a
single service

Twitter

FDR

Gigaword

£ "BEMC",

tian AvelAnnalamresdh (BUC famnraai AN NEIRT A Aiva f151

Figure 1: Some biomedical annotation tools and a visualization of protein annotation in the LAPPS Grid

earlier tools in the pipeline could in fact contribute signif-
icantly to poorer than expected results. The OA evalua-
tion strategy overcomes this by exposing the performance
of individual modules along with overall performance; an
easy-to-use framework for building and testing different
tool configurations such as the LAPPS Grid makes it easy
to examine alternative tool chains and determine the opti-
mal configuration.

As an example, (Yang et al., 2013) applied the OA ap-
proach to implement biomedical information systems for
question answering tasks from the TREC Genomics. The
OA framework automatically evaluated different system
configurations and identified those that achieved better re-
sults than prior published results. The study found some
simple and relatively unexplored contributors to improved
performance including, for example, leveraging various
sources varied for synonym expansion and acronym expan-
sion, and altering weights for concept terms and verbs (con-
cept terms favored higher weights and verbs favored mod-
erate weights). Although automatic search through alterna-
tive pipelines is not yet implemented in the LAPPS Griﬂ
even manual iteration over different configurations based
on detailed information about each module’s contribution
can both improve results and reveal the impacts of process-
ing components that are typically overlooked, due to the
LAPPS Grid’s wide range of modules for various tasks and
the ease of workflow construction and modification.

5. Integration of Annotation Facilities

PubAnnotation includes TextAE, a powerful and easy-to-
use Javascript app for text annotation and visualization.
In our collaboration with PubAnnotation, we have enabled

*"Search over multiple configuration spaces in the LAPPS Grid
OA component is currently under development.

LAPPS Grid users to invoke TextAE from within the Grid,
and we have similarly enabled PubAnnotation users to ac-
cess and apply LAPPS Grid tools from within the PubAn-
notation environment. Reciprocal access between PubAn-
notation and the LAPPS Grid means that users can easily
apply automatic annotation tools and subsequently man-
ually correct annotations, in an iterative “human-in-the-
loop” process of refinement. This is especially useful for
the creation of training data for machine learning, espe-
cially iterative, semi-supervised approaches such as active
learning. This, coupled with the Open Advancement eval-
uation facilities, provides a powerful environment for rapid
development of high-quality automatic annotation proce-
dures.

The LAPPS Grid provides means for users to easily register
and thus share annotations in the PubAnnotation registry.
As noted above, annotations registered in PubAnnotation
are aligned with the canonical text and all other annotations
applied to the same data. Conversely, annotations from
the PubAnnotation registry, or annotations created by users
from within the PubAnnotation platform using the TextAE
editor, can be imported into the LAPPS Grid for further au-
tomatic processing, for example, application of tools that
use these annotations in order to produce additional anno-
tation layers.

Data and annotations in PubAnnotation are stored in a
JSON forma@ LAPPS Grid services use the Grid’s JSON-
LD format (LIF). For communication between the two plat-
forms, we automatically convert between the two formats
so that interoperability is seamless from the point of view
of the user. Conversion has dictated some minor modifica-
tions to the PubAnnotation format, including the addition
of metadata that is required by LAPPS Grid services, but is

Zhttp://www.pubannotation.org/docs/annotation-format/
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otherwise relatively straightforward.

6. Support for Replicability and
Reproducibility of Results and Data
Sharing

There is an ongoing concern in the biomedical community
concerning the transparency and reproducibility of pub-
lished research (Ioannidis, 2005} [Igbal et al., 2016). Our
adaptation of the Galaxy workflow system fosters replica-
bility and reproducibility for biomedical text mining studies
by providing the following capabilitieﬂ

e automatic recording of inputs, tools, parameters and
settings used for each step in an analysis in a publicly
viewable history, thereby ensuring that each result can
be exactly reproduced and reviewed later;

e provisions for sharing datasets, histories, and work-
flows via web links, with progressive levels of sharing
including the ability to publish in a public repository;

e ability to create custom web-based documents to com-
municate about an entire experiment, which takes a
step towards the next generation of online publications
that would include both full paper and all supporting
materials.

In addition to enabling other users to replicate an experi-
ment, the individual user can develop a rich, organized cat-
alog of reusable workflows rather than starting from scratch
each time or trying to navigate a collection of ad hoc anal-
ysis scripts. Similarly, it is possible to repeatedly apply
a command history on different data. Once an analysis is
done, the record eliminates ambiguity as to which result
used which settings and provides critical information for
follow-up analysis.

Within the LAPPS Grid and its community of users, shar-
ing of newly created resources (lexicons, etc.) for use by
others from within the Grid, as well as for the purposes
of replicability and reproducibility, is strongly encouraged.
We anticipate that Grid users will increasingly create new
resources of this kind, especially as we develop better facil-
ities for domain adaptation (see Section[9)).

7. Support for Data Privacy

Privacy constraints often make it necessary to protect
biomedical and clinical data from exposure to network ac-
cess. In addition, research activity can be sensitive or pro-
prietary and require protection from outside access. To ad-
dress this need, a docker image containing a self-enclosed
instance of the LAPPS Grid can be installed locally on a
user’s machine or server and used to access and process
local data, thus disabling access via the internet. A local
docker instance can also be used when a network connec-
tion is not available for any reason.

In addition to ensuring privacy, creation of a docker im-
age containing a particular instance of the LAPPS Grid can

YSee (Goecks et al., 2010) for a comprehensive overview of
Galaxy’s sharing and publication capabilities, and (Sandve et al.,
2013) for further discussion.

provide absolute replicability for results, by encapsulating
specific versions of tools, parameters, workflows, and data
used in an experiment; any person wishing to replicate the
original results or apply the methods to new data can easily
do so without attempting to recreate the original environ-
ment, and with assurance that that environment is exactly
as reported.

8. Handling Large-scale Data

An issue to be dealt with in text mining of large publi-
cation databases is the ability to handle high-throughput
data at scale. The LAPPS Grid uses XSEDE, a hetero-
geneous high performance computing (HPC) environment
for research, and the associated Jetstream cloud environ-
ment, for large-scale analyses and storage. The Grid will
benefit tremendously in the near future from the recently-
funded NSF ABI project (NSF ABI 1661497) that is linking
Galaxy and XSEDE in order to provide HPC processing ca-
pabilities and massive storage through the Galaxy platform.
To enable fast query of publication databases, we plan to
create full text indexes with Apache SthE] of open scien-
tific publication databases (PubMed, PLoS, Web of Sci-
ence, etc.) for distributed indexing and load-balanced
querying. The indexes will be stored in the cloud on Jet-
stream. We will also regularly (e.g., weekly) regenerate the
Solr indexes so that the most recent material is available.

9. Future Work: Support for Domain
Adaptation

Different domains and individual researchers have specific
goals and knowledge interests, but it is all too often the case
that an available system doesn’t target the information of
specific interest and is therefore not useful. We see devel-
opment of methods for domain adaptation for text mining
as a critical, and as yet unaddressed, need for mining sci-
entific publications.

Scientific publications share commonalities of structure
and style, but across domains and areas of specialization
they differ most drastically in the use of highly special-
ized vocabularies and terminology, which may comprise
as much as 12% of overall document vocabulary. Do-
main adaptation for scientific publications therefore nec-
essarily focuses on handling previously unseen vocabulary
and terms. Various vocabularies, ontologies, and knowl-
edge bases exist in the field, but these resources cover only
a fraction of the vocabulary, especially for specialized sub-
domains. Furthermore, the constant introduction of new
terms and short forms or abbreviations makes vocabulary
adaptation for scientific publications an ongoing activity.
Domain adaptation for scientific text mining therefore in-
volves the ability to modify and extend existing lexicons
and other supporting resources. To do this, the scien-
tist must be able to examine results, identify unrecognized
terms and false positives, retrain a recognition module us-
ing the new information, and run the workflow again. Thus
domain adaptation involves an iterative cycle of perfor-
mance improvement (active learning).

3%http://lucene.apache.org/solr/
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In Section [5] we briefly outlined how a user might exploit
within the LAPPS Grid/PubAnnotation integration to facili-
tate the development of training data; a similar iterative pro-
cess can be applied to development of supporting resources
such as lexicons and term banks. We see domain adapta-
tion as an increasingly important need for the future de-
velopment of publication mining capabilities; by providing
facilities to support this activity, as well as supporting and
encouraging sharing of resources and methods, we hope to
move the field forward.

10. Conclusion

Support for biomedical text mining is now a major focus for
LAPPS Grid development. In addition to the facilities and
collaborations with the Galaxy and PubAnnotation projects
described above, we have just begun working on mining
and summarizing clinical reports in a collaboration with
the US Center for Disease Control (CDC) and Food and
Drug Association (FDA), which will extend our work to a
broader range of text types and applications.

At this time, tools in the LAPPS Grid focus on English.
However, in a project funded by the A. K. Mellon Founda-
tion, we are establishing an interoperable “bridge” with the
CLARIN WebLicht framework (Dima et al., 2012) hosted
by the CLARIN-D Center in Tiibingen, German which
will give LAPPS Grid users access to a vast range of NLP
tools and data available from WebLicht and CLARIN Cen-
ters throughout Europe. Access to tools for multi-lingual
analyses will extend LAPPS Grid capabilities to multiple
languages. In addition, because the LAPPS Grid is feder-
ated with seven other grids in the Federated Grid of Lan-
guage Services (FGLS) (Ishida et al., 2014), including the
Language Grid housed at Kyoto University@ users will
have interoperable access to atomic and composite web ser-
vices for Asian languages available from any of these fed-
erated grids.

As a final note, the LAPPS Grid, Galaxy, and PubAnno-
tation are all open source projects that invite contributions
from developers and users. In particular, the LAPPS Grid
seeks the contribution of tools and resources for biomedi-
cal text mining to augment the current facilities. Thus we
hope to build up a truly useful platform that is available to
everyone, whatever their goals.
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