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Abstract

Analyzing historical languages, such as Ancient Greek and Latin, is challenging. Such languages are often under-resourced and lack
primary material for certain time periods. This prevents applying advanced natural-language processing (NLP) techniques and requires
resorting to basic NLP not relying on machine learning. An important analysis is the discovery and classification of paraphrastic
text reuse in historical languages. This reuse is often paraphrastic and challenges basic NLP techniques. Our goal is to improve the
applicability of advanced NLP techniques on historical text reuse. We present an experiment of cross-applying classifiers—that we
trained for paraphrase recognition on modern English text corpora—on historical texts. We analyze the impact of four different lexical
and semantic features, on the resulting reuse-detection accuracy. We find out that—against initial conjecture—word embeddings can
help to drastically improve accuracy if lexical features (such as the overlap of similar words) fail.
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1. Introduction

Linguistic analyses, such as paraphrastic text-reuse discov-
ery and classification, typically require advanced natural-
language processing (NLP) techniques relying on machine
learning. Yet, under-resourced historical languages, such as
Ancient Greek and Latin, often lack enough primary ma-
terial for certain time periods to properly train machine-
learning models (a.k.a., classifiers). Consequently, only
basic NLP techniques (e.g., checking similarity thresholds
over string- and n-gram-shingles), which are independent
from an advanced global knowledge or training experience,
are applicable for analyzing historical corpora (Biichler et
al., 2010). To improve the applicability of advanced NLP
techniques, we need to experiment and systematically study
the performance of such techniques on historical texts.
Specifically, we must understand if—and in what way—
ancient languages behave differently than contemporary
languages when they are transferred and reused, especially
when reused paraphrastically (where the reuse is not a lit-
eral copy of the source).

In this work, we focus on an important linguistic analysis—
the detection and classification of paraphrastic text reuse
in historical texts. We study a range of different machine-
learning classifiers trained on modern and applied to an-
cient text-reuse excerpts. We analyze how the trained clas-
sifier models behave different or similar to each other for
detecting paraphrastic text reuse.

We use two modern English text corpora—one containing
about 2700 original-and-reuse pairs, the other containing
2600 compressed news articles (the so called “banner”) to-
gether with their headlines—and a data set of Latin Bible
reuse with around 1100 pairs of original and reused Bible
verse.

We test whether three classifiers (K-Nearest Neighbor, De-
cision Tree, Support Vector Machine) relying on a handful
of lexical features (e.g., no. of repeating words) and seman-
tic features (e.g., word vector-based features) can correctly

classify the Latin text excerpts as reuse when trained on
the modern English data. By identifying features that posi-
tively affect the classification, we show their usefulness for
cross-lingual reuse detection. The result of this study will
help us to understand if cross-lingual application from mod-
ern to ancient is worth pursuing.

2. Related Work

Most research focuses on modern corpora. For example,
Islam and Inkpen (2008) measure the semantic similarity
of texts using corpus-based semantic word similarity and
a modified version of the longest common substring al-
gorithm. In contrast, the automated detection of histori-
cal text reuse is not thoroughly investigated yet. Biichler
et al. (2013; 2010) combine basic NLP techniques for de-
tecting reuse with overlapping features for historical texts
using a fingerprinting approach (selecting n-grams from a
pre-segmentized corpus).

Historical Text Reuse is studied by Lee (2007) who inves-
tigates reuse among the Gospels of the Bible’s New Testa-
ment, aimed at aligning similar sentences. Similar to tech-
niques used in the field of query expansion and retrieval,
they develop so-called alternation patterns using the co-
sine similarity measure (a source-verse proximity measure)
and the source-verse order. The field of paraphrastic reuse
detection in historical texts is even more sparse. Bam-
man (2011) uses word-sense disambiguation. Utilizing a
bilingual sense inventory, up to 72% of the word senses are
classified correctly.

Cross-lingual Training was performed before. Rigutini et
al. (2005) propose an algorithm based on expectation max-
imization. They train a classifier using a predefined cate-
gory set and a labeled training data set for one language,
followed by training a classifier for a different language on
unlabeled documents, but using a translation of the label
set. Wang et al. (2008) use labeled data from a related do-
main as auxiliary information to classify Wikipedia data in
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a target domain. Showing the latent semantic relationship
between two domains by co-clustering, they can propagate
inter-domain labels, which capture common words and se-
mantic concepts. Li et al. (2012) propose Topic Correla-
tion Analysis, which enables the grouping of shared and
domain-specific latent features. By inferring correlations
between both groups, a mapping to domain-specific topics
from different domains is established. The newly derived
topics then open a shared feature space. Pan et al. (2008)
use dimension reduction to apply transfer learning in a tar-
get domain with different feature distributions. They select
a low-dimensional feature space, which minimizes the dis-
tribution distance in different domains. Via projection in
related domains, standard learning is applied.
Cross-lingual training with Word Embeddings: Upad-
hyay et al. (2016) perform a comparative study by investi-
gating four techniques for inducing cross-lingual embed-
dings on four different languages. The tasks described
range from mono-lingual to cross-lingual similarity eval-
uation, and from rather “word-centered” semantic to more
syntactic cases, where each requires a different degree of
supervision. Upadhyay et al. show that models working on
expensive cross-lingual knowledge often perform best.
Our work is motivated by the lack of studies on machine-
learning approaches for historical text-reuse and the exis-
tence of promising results of cross-lingual training in the
literature.

3. Study Design

We are interested to learn if we can cross-apply models
for paraphrastic reuse detection from English paraphrases
to Latin text reuse. Therefore, we identify text features
that are language independent. We prepare a corpus with
specific characteristics. Some of these characteristics (i.e.,
length reuse compared to original text, paraphrasic reuse)
are similar to a Latin reuse corpus—our test set—and,
hence, enables us with a comparable data base. Below, we
define our research questions to formulate our work:
Overarchingly we ask: Is it possible to cross-apply classi-
fication models for non-literal reuse between modern and
ancient-language text? We split this question into two more
specific question that we address in this work:

RQ1: What features support such a cross-lingual reuse
classification?

RQ2: What characteristics should a source training text
have to enable classification of the target language?

3.1. Methodology

We first define three features (explained shortly) that i)
are language independent, and ii) that we can directly in-
fer from the text. We then train and test three classifiers
on modern English data to create a baseline for the accu-
racy that could potentially be achieved when cross-applying
each classifier. We finally cross-apply the generated models
of English reuse to our Latin data set. In a second experi-
ment (see 4.2.) we introduce a new feature based on word
vectors and compare it against the results from the former
experiment. This helps us to obtain a comprehensive view
on current techniques and how they support our research.

3.2. Data sets

i) The Microsoft Research Paraphrase Corpus (henceforth
MSRP) (Dolan and Brockett, 2005) consists of 5801 para-
phrastic text-reuse pairs of modern English having a similar
length. Out of these, about two thirds are considered se-
mantically equivalent based on manual judgment. Positive
and negative training examples are provided in the form of
a training set and a test set.

ii) About 2600 instances of Antonio Gulli’s English news
articles corpus (henceforth Gulli’s) collected in 2004 and
2005." It contains XML-formatted data where the headline
of a news article is associated with its banner—a very short
summary (one sentence) of the article.

iii) Extracts from a total of twelve works and two work col-
lections from the medieval Latin writer Bernard of Clair-
vaux (henceforth Bernard) who lived in the 12th century
and reused text from the Bible. The latter was manually ex-
tracted by the Biblindex team (Mellerin, 2016) into a data
set of over 1,100 reuse instances in alphabetical order. Ev-
ery instance relates to a Bible verse. Typically, the reuse is
about half as long as the verse. The Bible edition used to
obtain the verses is the Biblia Sacra Juxta Vulgatam Ver-
sionem (Weber R., 1969 1994 2007). The works from
Bernard where the texts are extracted from were published
between 1957 and 2010 in the Sources Chrétiennes edition.
We tokenize all three data sets with the inbuilt tokenizer of
NLTK (Bird and Loper, 2004) and lemmatize with Tree-
Tagger’s (Schmid, 1999) corresponding models for Latin
and English. For Gulli’s, we extract the text inside “<ti-
tle></title>" and “<description></description >.” We
discard tokens from the title if they contain an opening or
closing bracket, which often introduces the publisher name.
In the description, we replace backslashes by white-spaces
and discard dashes, because they indicate a topic-unrelated
prefix (e.g., publisher place or newspaper name). Only if
neither title nor banner exceed nine tokens and do not con-
tain any character beyond the English alphabet, the excla-
mation mark, comma, full stop, and question mark, we use
them for our experiment. Henceforth, we refer to a text
snippet as “text1” and to its reuse as “text2.”

3.3. Classification Procedure

Classifiers. We train a variety of well-known classifiers:
a K-Nearest Neighbors (KNN), a Support Vector Machine
(SVM), and a Decision Tree (DT). These are established
approaches and proved successful for many text classifica-
tion problems. The DT classifier is our own implementa-
tion using a maximum information gain metric to decide
early on which feature the data has to be split. Our imple-
mentation uses discrete feature values only, hence our non-
discrete features have to be discretized before they can be
handed to the DT classifer. The SVM and KNN classifiers
stem from the sklearn (Pedregosa et al., 2011) package.

Features. The classifiers are fed with feature values for
both, negative and positive training examples. These fea-
ture values are calculated on positive reuse couples and neg-
ative reuse couples (i.e., two text excepts that are no reuse

"https://www.di.unipi.it/-qulli/AG_
corpus_of_news_articles.html
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of each other). We use three features that can be quickly
calculated and directly derived from the text—without re-
quiring any extra resources or annotations. These are: the
no. of words that text]l and text2 have in common, similar
words that both texts have in common, as well as colloca-
tions that both texts have in common. The latter is defined
as follows: How many words of text2 are collocations of
words from text1, where collocations are considered within
a three-word windows and collocations are only considered
when they appear at least twice in the union of textl and
text2. Following, these features are listed and formally de-
fined:

1. # words in common relative
2. # words in common .8 similarity relative
3. # 3-window collocations relative

Feature one f1 is defined as the relative amount of words
that both text excerpts have in common:

[textl Ntext2|
min(|textl], |text2]|)

Feature two f2 is defined as the relative amount of similar
words that both text excerpts have in common:

fl(textl, text2) =

ey

‘te$t2sim2,tea:tl |
Utextl, text2) = orZsim2-textl] 2
f2(textl, text2) |text2] @
Where |text2sim2_text1| is the number of words form text2

that match with at least one word of text1 so that:

edit(a,b)
02> [+

3)

Where edit is the common edit distance by Leven-
shtein (Levenshtein, 1965).

Feature three f3 is defined as the relative amount of words
from text2 that are collocations of the words from text1:

3(textl, text2) =
f3(textl, text2) [text2]

“)
Where |text24im3 tert1| determines the number of words
from text2 that are collocations of any word from text1.
Where collocations are calculated within text1 or text2 for
each word of the corresponding text. Collocations are de-
fined in a window of 3 with a maximum distance of 2 from
a given word.

The classifiers calculate their models based on the feature
values that are calculated form the examples. Examples
with shorter reuse than source text may results in higher
feature values, because the probability that all words form
a short reuse are found in a longer source increases.

Sampling and Training. We use 10-fold-cross validation
to train the classifiers. The ten complementing data parts
for the training evaluation are generated randomly for each
corpus, but every classifier gets the same input data. We
train on 70% of the overall data sets and test on the remain-
ing 30%. Note that to obtain data sets of negative examples
(with similar sizes as those of the positive examples) for
Gulli’s and Bernard, we randomly generate links between
any two text pairs.

4. Results

We first show the baseline performance of the classifiers
on our corpora. Thereafter, we introduce a new feature,
which we add to our feature set. We repeat the experiment
afterwards.

4.1. Initial Experiment

We are interested in the classifiers’ performance when
trained on the modern and applied to the ancient Bernard
corpus. Table 1 shows the precision where all implemented
features are considered. It shows first how a trained model
performs when applied to the test set of the data set it is
trained on, and below, how it performs when applied to
the Latin data set (Bernard). We see clearly that classifiers
trained on Gulli’s perform stable when their model is ap-
plied to the Latin data set. This can be explained by the fact
that—even though a news headline is much shorter than its
banner, both text excerpts do strongly overlap in their con-
tent words.

The models trained on MSRP show a comparable poor
performance on the negative data when applied to the
30% test set of MSRP, which is partly caused by the
comparably high ratio of positive examples compared to
negative examples. Another reason is the characteristic
of MSRP, which—serving as a benchmark for seman-
tic equivalence—contains examples of close similarity,
and its negative samples are surfacially very similar
to the positive examples. (Finch et al., 2005) discuss
some ambiguous characteristics of the MSRP corpus
and give related examples. Thus, when two sentences
are annotated for semantic equivalence that does not
necessarily require them to be parahrasaes of each other.
We take (Finch et al., 2005)’s examples to demonstrate this.

Example 1 (semantically equivalent following MSRP’s an-
notators):

1. Amrozi accused his brother, whom he called “the wit-
ness”, of deliberately distorting his evidence.

2. Referring to him as only “the witness”, Amrozi ac-
cused his brother of deliberately distorting his evi-
dence.

Example 2 (not semantically equivalent following MSRP’s
annotators):

1. Yucaipa owned Dominick’s before selling the chain to
Safeway in 1998 for $2.5 billion.

2. Yucaipa bought Dominick’s in 1995 for $693 million
and sold it to Safeway for $1.8 billion in 1998.

Example 3 (semantically equivalent following MSRP’s an-
notators):

1. The stock rose $2.11, or about 11 percent, to close
Friday at $21.51 on the New York Stock Exchange.

2. PG&E Corp. shares jumped $1.63 or 8 percent to
$21.03 on the New York Stock Exchange on Friday.
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train \ test precision recall fscore | precision recall fscore | accuracy accuracy_new
KNN positive negative
MSRP | MSRP 74 .68 1 42 .50 46 .62 .65
MSRP | Bernard .62 45 .53 .58 73 .65 .60 .68
Gulli’s | Gulli’s .83 .81 .82 .83 .85 .84 83 85
Gulli’s | Bernard .82 .82 .82 .83 .83 .83 82 84
DT positive negative
MSRP | MSRP 72 .86 78 .50 29 37 .68 .68
MSRP | Bernard 49 1.0 .66 - 0.0 - 49 .65
Gulli’s | Gulli’s .88 .82 .85 .84 .90 .87 .86 85
Gulli’s | Bernard .86 34 A48 .59 .94 73 .64 .78
SVM positive negative
MSRP | MSRP 72 .94 .81 .62 21 31 71 71
MSRP | Bernard .96 Sl .67 .67 .98 .80 75 .76
Gulli’'s | Gulli’s .87 .84 .86 .86 .88 87 .86 .38
Gulli’s | Bernard .87 .83 .86 .84 90 .87 .86 87

Table 1: Performance of the classifiers K-Nearest Neighbors, Decision Tree and Support Vector Machine showing precision,
recall, fscore, accuracy, and accuracy of the new feature accuracy_new

Especially using the SVM classifier, precision is high for
the positive test sample when the MSRP model is applied
to Bernard, but recall is low. This again can be explained
by the fact that some similar texts which are marked as neg-
ative text reuse in MSRP would be marked as positive text
reuse examples in the Bernard data set.

The DT classifier performs particularly bad especially for
the cross-application task. This is intuitive considering the
comparably primitive model behind these types of classi-
fiers. During discretizing our DT implementation maps
the feature values to 50 different intervals. When trained
on MSRP and Gulli’s the DT classifier prefers a feature
which’s values enable the soonest and highest information
gain. From 1 we can see that a feature that is significant for
negative reuse, however, is not a good choice for the nega-
tive reuse in Bernard’s data (84% vs. 59% precision on the
negative data set). The SVM classifier treats feature values
better in that respect that it creates a hyper plain equally
based on all features.

In the following, we add a new feature to our experiment:
We calculate a normalized context vector for each side of
each reuse pair and add the angle between the two text ex-
cerpts as an extra feature.

4.2. Adding the Angle between the Context
Vector as Feature

We now show how a new feature affects the accuracy in our
experiment. We use normalized word vectors that represent
context information for each word of a text excerpt. The an-
gle between two vectors representing one text excerpt each
serves as a new feature for reuse classification. To conceive
word vectors for the English data, we use the pre-trained
word vectors from GloVe (c.f., Pennington et al. (2014)),
which are calculated on a dump of the English Wikipedia
in 2014 and the Gigaword5 (Robert Parker, 2011) corpus.
To conceive word vectors for our Latin data set, we pre-
train vectors on the corpus from the Latin Library (John-
son, 2014) of the CLTK (Johnson et al., 2014 2016). We
determine the new feature from the positive and negative

training set for Gulli’s, MSRP and Bernard. This new fea-
ture f4 is defined as the cosine of the angle between the
averaged word vectors of textl and text2. Those averaged
vectors are defined as vece,1 and veciepio:

\4te§t1\ »

V€Ciegtl = ];@xtl‘ : 5
Z\feEtQ\ UV
j= j

VECtext2 = W (6)

Where v,, is the word embedding vector of a running word
in textl and text2 respectively.

The last column of Table 1 shows the results for this ex-
periment. Nearly every classifier model on every data set
shows an increase in accuracy. Especially for classifiers
with a less complex model, the new feature causes a huge
accuracy gain applied to both, the data it is trained on and
the new target data set of the cross-lingual application task.

4.3. Discussion

RQ1: We learn from the experiments that lexical features
can serve well for classification in a cross-lingual task, and
that semantic characteristics, such as those that can be de-
rived from word embeddings, support the identification of
paraphrastic reuse. One should, however, be aware that—
for our features to be suitable for the task—our training and
testing data share common characteristics, i.e., texts behave
similar in their surface and semantic features.

RQ2: When the training text is composed similarly to
the testing text, a well-working cross-lingual classification
can be achieved. If semantic equivalence is defined on a
more granular level—as it its the case in the MSRP train-
ing data—recall and precision scores tend to excel each
other widely. Further, MSRP corpus data differ from the
other two data sets in the length of the text excerpts of a
reuse pair. In the MSRP reuse data, the lengths are largely
equal, as opposed to the other data sets. The reuse (text2) in
Gulli’s and Bernard corpus is about half as long as textl and
often contains words that are repeated from the former text
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or slightly modified. This is another characteristic that ex-
plains why especially the more advanced classifier methods
work better when trained on Gulli’s and applied to Bernard.
Summarizing, it can be useful to consider the advantage of
available, modern text corpora for a learning task on his-
torical text if the properties for which a classifier shall be
trained remain comparable.

5. Conclusion

We presented a feasibility study of classification for cross-
lingual training. Our study shows that the approach under
a simple feature selection (based on shared similar words
and collocations) can perform well with an accuracy of up
to 86%, and even higher for models trained additionally on
a new feature that is determined by the angle between the
normalized word vectors of a reuse pair. We found that es-
pecially for less advanced classifiers, this new feature dras-
tically improves the accuracy. We showed that it is valu-
able to consider using modern resources in a classification
task for historical languages when the investigated data sets
share similar features, such as structural characteristics.
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