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Abstract

Specific-domain bilingual lexicons play an impottaole for domain adaptation in machine translatibne entries of these types of
lexicons are mostly composed of MultiWord ExpressiMWES). The manual construction of MWES bilinglexicons is costly and
time-consuming. We often use word alignment apgreato automatically construct bilingual lexicon8WEs from parallel corpora.
We present in this paper a hybrid approach to eixaad align MWEs from parallel corpora in a onepsprocess. We formalize the
alignment process as an integer linear programimioglem in order to find an approximated optimduson. This process generates
lists of MWESs with their translations, which aresthfiltered using linguistic patterns for the constion of the bilingual lexicons of
MWESs. We evaluate the bilingual lexicons of MWEsdurced by this approach using two methods: a mawvadiation of the alignment
quality and an evaluation of the impact of thigainent on the translation quality of the phraseebagatistical machine translation
system Moses. We experimentally show that the matemn of the bilingual MWEs and their linguisticformation into the translation
model improves the performance of Moses.

Keywords: Bilingual lexicon, Multiword expression, Terminolpgxtraction, Domain adaptation, Statistical maehianslation

1. Introduction 2. Multiword Expressions

A MultiWord Expression (MWE) is a combination of In Natural Language Processing (NLP), a multiword
words for which syntactic or semantic propertiesttid ~ expression refers to a non-compositional sequerfce o
whole expression cannot be obtained from its coraptsn  words whose exact and unambiguous meaning, con-
(Sag et al, 2002). Such units could be collocation notation and syntactic properties cannot be derfvech
compound words, named entities, idioms, etc. Theyhe meaning or connotation of its components (Sa.e
constitute an important part of the lexicon of amatural 2002). MWESs are frequently used in written textsl an
language (Jackendoff, 1997). Bilingual lexicondbWVEs  constitute a significant part of the language lericSag et
play a vital role in Machine Translation (MT) ando8s- al. (2002) classify multiword expressions into twmin
Language Information Retrieval (CLIR) because for acategories: lexicalized phrases and institutioealiz
specific domain the specialized vocabulary is lbrge phrases. Lexicalized phrases “have at least partial
dominated by MWEs. The manual construction of thesddiosyncratic syntax or semantics, or contain “vadrd
lexicons is costly and time-consuming. Word alignine which do not occur in isolation”. Institutionalizedhrases
approaches are often used to automatically corstruare “semantically and syntactically compositionait
bilingual lexicons from parallel corpora. Severabrd/  statistically idiosyncratic”.
alignment approaches have been explored (Daillal.et T
19%4; Barbur?p2004) and many automgtic WOEd aligrtmen2'1 Lexmf”‘llzed Phrasgs o o
tools are available, such as Giza++ (Och and Negpp  Inadecreasing order of lexical rigidity, lexia@d phrases
However, most of these tools are efficient onlyatgn ~ are broken down into three classes: fixed exprassio
single words (Fraser and Marcu, 2007). In this pape seml-flx_ed expressions and  syntactically-flexible
describe and evaluate a hybrid approach to autoatigti €XPressions.
extract and align MWEs from an English-French palal ) N
corpus. In contrast to traditional approaches favEs  Fixed expressions are non-compositional sequenfes o
alignment which consist in firstly identifying molimgual ~ Words. They are syntactically and morphologicaltyid
MWESs candidates and secondly applying alignmefintb ~ and und(_ergo neither _internal_ _modification nor
bilingual correspondences, our approach extractd anmorphological and syntactical variations (e.gest of
aligns MWEs in a one-step process. vipers' in English or ‘pomme de terfein French). To
determine whether or not a sequence of words ixeda f
The remainder of the paper is organized as folldiWe. ~€xpression, we can use linguistic criteria suchusisg
define in Section 2 the notion of Multiword Expriessand ~ Synonyms or adding words between its componengs (e.
describe different types of MWEs with examples. In“nestof many black vipérs English or ‘bomme de jolie
Section 3, we survey previous works addressingables terre lointain€ in French). Fixed expressions can be
of extracting and aligning MWEs from parallel corao  considered as single entries in the dictionary.
Section 4 introduces our hybrid approach to builddual o o N
lexicons of MWESs from sentence aligned parallepcoa. A semi-fixed expression is a non-compositional sege
The experimental results are reported and discussed Of words whose components do not contribute to its

Section 5. Finally, we present in Section 6 thectusion ~ figurative meaning. Semi-fixed expressions shoakpect
and future work. a strict word order and some of them undergo lighite

lexical and morphological variability such as irfien and
some variation in the reflexive form. According tteeir
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characteristics, they can be broken down into thrv@sic  for extracting bilingual MWEs from parallel corpora
categories: non-decomposable idioms, proper names afirstly, identifies monolingual MWEs candidates aheén
some compound nominals (Sag et al., 2002). applies alignment techniques to find bilingual

correspondences (Dalille et al., 1994; Blank 200&xbB
Non-decomposable idioms do not undergo syntaX004; Deng et al., 2005; Samuelsson et al., 2007,
variability but their components accept lexical mppas  MacCartney et al., 2008; Lefever et al., 2009; Semet
such as pronominal reflexivity form (e.gwét him-self, al., 2011; Bouamor et al., 2012). In the second @ggh,
“wet themselv&s verbal inflection (kick the bucké&t  MWEs extraction can be processed by using symbolic
“kicked the buck8t or passivization (e.g. briser le  methods based on linguistic patterns (Dagan etl884;
silencé or “le silence est brisén French). Proper Names Okita et al., 2010; Bouamor et al., 2012), or, tiylo
“are syntactically highly idiosyncratic” (Sag et,a002). statistical approaches which use automatic measares
They can be complex with two or three proper naages rank MWEs candidates (Pearce 2002; Evert and Krenn
components, including person, place and organizatio2005; Zhang et al. 2006; Villavicencio et al. 200htar
names. Compound nominals are syntactically un&lkera et al., 2008). Finally, MWEs extraction can be ddme
and undergo number inflection (e.gcat park(s) in using hybrid approaches, which combine statistical
English or homme(s) de terfeén French). information with some kinds of linguistic informati such

as syntactic and semantic properties (Baldwin and
Unlike semi-fixed expressions, syntactically-fldeib Villavicencio 2002; Van de Cruys and Villada Moiron
expressions undergo a wide degree of syntactiatvamni  2007; Caseli et al., 2010). Dagan and Church (1994)
such as passivization (e.g:Hfe cat was let out of the Bdg proposed to use syntactic analysis to extract teriogy.
and allow external elements to intervene betweeair th MWES are then extracted by grouping linguisticaiiated
components (e.g.sfow the car dowd. This type of terms. Inthe same way, Okita et al. (2010) progdsdink
expressions  includes verb-particle  constructionsacross two languages MWES according to their stiotac
decomposable idioms. Particle verbs constructiores a and lexical information. Tufis and lon (2007) irdiece a
made up of a verb whose meaning is modified by @ne linguistic approach in which they claim that MWE=elp in
more particles. They can be either semanticallymost cases the same morpho-syntactic structuréneén t
idiosyncratic such asbtush up ohor compositional such source and target languages. Statistical approaalses
as ‘take aftet, “look out, “go back and ‘“run over. have proven to be useful in collecting bilingual NPgV
Decomposable idioms tend to be syntactically flexitw  from parallel corpora. Kupiec (1993) introduced tise of
some degree that is unpredictable. Semanticallgy th machine learning algorithms such as the Expectation
behave as if their components were linked partdMaximization (EM) to extract MWEs. Similarly, Vinta
contributing independently to the figurative intertation  and Fiser (2008) proposed to extract bilingual MWis
of the expression as a whole. translating MWEs from a well-known language (Engjlis
I - to a low resource language (Slovene) by using machi
2'2_ !nstlt.utlonallzed Phrases ) _ translation. They have shown that their translabieased
Institutionalized phrases are semantically andaytidally — approach performs better than using linguistic apphes.
fU”y Compositional, but statistically idiosyncrat(Sag et However, they did not combine these two kind of
al., 2002). They occur in a high frequency and rtheiapproaches. The combination of such approachedesnab
idiosyncrasy is statistical rather than linguistithey  to extract finer MWESs. In this way, Wu and ChangQa)
generally allow one available meaning. Institutiretl  and later Boulaknadel et al. (2008), proposed te us
phrases often refer to “collocations”, described asyntactic and statistical analysis to extract bilial MWESs
sequences of words that statistically have a highability  from a parallel corpus. The main aspect of theprraach
to appear together whether they are contiguou®bfend.  js a monolingual parsing to extract MWEs combinethw

“make a differenc statistical detection in each language, then, trayfront
candidates from each side to find bilingual MWE$héD
3. Related Work approaches proposed to use machine translatioartsiate

Automatic identification of MWEs from texts is aate MWESs candidates found with a syntactic analysisete
challenge in Natural Language Processing. Thisisto ~and Wehrli, 2007).

the diversity and the complexity of their lexicayntactic o . )

and semantic characteristics (Moon, 1998; Riehemann 4. Building Bilingual Lexicons of MWEs
2001; Sag et al. 2002). Two approaches have eméoged The process of building MWEs bilingual lexicons rfro
extract bilingual MWEs from parallel corpora. Thest parallel corpora is composed of the following tveps:

approach consists of acquiring translations of MVitBm 1. MWEs extraction and alignment using scoring
parallel corpora in one-step (DeNero and Klein, 00 functions.

Marchand and Semmar 2011). DeNero and Klein (2008 - e .

consider, on the one hand, M\?VES as phrases compgcbsed) 2. MWES. candidates filtering  using  morpho-
contiguous sequences of words that encapsulategbnou syntactic patterns.
context to be translatable, and on the other htnad,the 4.1  Extraction and Alignment of MWEs

problem of finding an optimal alignment betweerriglal |, his section, we describe our approach to extaad
MWEs can be cast as an integer linear program. Ma® ;s MWES from an English-French parallel corposi

and Semmar (2011) used an approa_ch which follpwed tone-step process (Marchand and Semmar, 2011; Semmar
some extent that of DeNero and Klein (2008) whileyt 54 Marchand, 2017; Semmar and Laib, 2017). This

added two scoring functions based on co-occurrandea  5n516ach s hybrid because it considers the gltskl of
seed single word bilingual dictionary. The secoppraach  jentification and alignment of MWESs as an optintiza
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problem and it uses external linguistic resoureeseed fi are in the selected partitions @andf. This constraint
single word bilingual dictionary and morpho-syntact allows a MWE to be aligned with several other MWEs.
patterns. It handles MWEs which are composed offhis integer program can work with any real-valued
contiguous units. As the only restriction we masldhe  scoring function.

contiguity of MWESs, the alignment task is a NP-hard

problem. We formalize, then, the alignment taskaas Because the only restriction we made on MWEs ig the
integer linear programming problem to find an contiguity, the alignment task model can handle the
approximated optimal solution (DeNero and KleinD20 foIIowmg MWEs:

Marchand and Semmar, 2011). Compound nouns: A sequence of words acting as
a single noun. These compounds could be proper

In this formalization, a sentence pair consistsaaf word nouns or common nouns.

sequence® andf, g; is the MWE from between-word e Phrasal verbs: Collocations containing a verb

positionsi toj of e, andfy is the MWE from between-word followed by a preposition.

positionsk to | for f. A link is an aligned pair of MWEsS, * Verb constructions: Concatenations of a verb and

denoted &, f). Eachg; is allowed to be linked with several a noun collocation.

fu and eachfiy with severalg;. An alignmenta of the e Verb phrase idioms: Verb phrases whose

sentence pairg( f) is a segmentation of the two sentences semantics are non-compositional.

in MWEs with the set of links between these MWEs W * Verb-prepositional phrase constructions: Verbs

use a real-valued functiof (objective function) to score attached to prepositional phrases without

links. compositional semantics.

& {ﬁij} % {fu} = R The integer linear program describing the alignntask

can work with any scoring function. To solve thisgram,
we used two scoring functions.
The score of an alignmeatis the product of all the links

inside it: 4.1.1 Scoring Based on Co-occurrence of MWEs
We use a sentence-aligned corpus to compute the co-
o(a) = H r_:)(r-;-j. fr) occurrence score. For each MWE, we consider itsgnee
(esj,fr1)E or absence in each sentence, and thus, the scovedre

. . . two MWEse; andfy is computed as follows:
In order to find the alignment (segmentation + $ipkhat S . P

maximizes this score, we, first, introduce binaayiables Y" Ny(eij) X No(fur)

Aju denoting whether a link exists between and fi. ) ES

Furthermore, we introduce binary indicat&sandF that Geleijs fua) = ¥ Ny( Ny(fi1) — Ns(eis) x Na(fr)
denote whether someg;( .) and (.,fa) appear ina, se8 !

respectively. Finally, we us&Vj = log(®(g;, fu)) to

transform the product into a sum. When optimizéud t L ' .

integer program yields the optimal alignnent WhereN_s(aj) is 1 if the phrases; of the first Ianguage is
present in the sentenseof the corpusS and0 otherwise.

Ns(fi) is similar for the other language. Note thatahe of

max > Wijridijn g; or fu appears in the whole corpus, the score is sét to
Lkl Indeed, if two MWEs appear exactly in the same bi-
sentences, they are probably translation of edoér @nd
Vz:1= o< | Y, Egj=1 1) the score will bel.
iju<e<j
Vy:1<y<|f| Y Fg-=1 (2) As expected with this scoring function, if the praxg finds
klk<y<l an unknown word or if the word co-occurs with nbeat
Vi j Y Aiiri > Bij 3) word in the translated sentence, all the links ainimg this
word will obtain a score equal @ Therefore, the global
W S Aijri > Fra (4) score c_)f the alignment will bg also quathhatt_eyer the
i other links because the sc_:ormg.functlon is muttative.
Vi, gkl 2+ Aijpi < Eij+Frg (5) In order to overcome this limit, we used an externa

linguistic resource: a seed bilingual dictionary.

4.1.2 Scoring Based on a Bilingual Dictionary

The bilingual dictionary provides several word-tora
alignments. We want to comply with these alignmexgts
often as possible as we infer that they are masttyect.
The dictionary also gives negative alignment infation.
Of course, if two words are not aligned by the iditary

Under the following constraints:
0<i<l|e], 0<ji<l|el, i<y
0<k<|fl, 0<l=Z|fl, k<!

Constraints (1) and (2) indicate that a word igdegxactly

one MWE. anstramt (3) ensures that each MWE & th we can't take for sure that they shouldn’t, andhage to
selected partition o€ appears in at least one link (and

likewise constraint (4) fof). Finally, constraint (5) ensures take that into account. The dictionary score isuiaked

that if a link exists betweesy andfy (Aj = 1) thene; and  With the following formula:

1 We used the open source solver GLPK (www.gnu.(myigfs/).
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patterns, most of which are related to noun phrases

However, it is important to note that a same pattara

. a X Rl +bx RO .
Peijs fr) = ) - - - source language could have several patterns itatiget
4 aX Ry+bx Ry+ex Ny+dx Ny language. It is for instance the case of the Ehgisttern

“Adj-Noun-Noun” which have three equivalent patt®in

R: is the number of respected linkR, is the number of French “Noun-Adj-Prep-Noun”, “Noun-Noun-Adj” and
respected non-linksi\; is the number of non-respected “Noun-Prep-Noun-Adj".
links, andNy is the number of non-respected non-links. The
coefficientsa, b, ¢ andd can be adapted to balance the Contrary to the work of Bouamor et al. (2012), wesider
relative influence of the four terms. We analyzesnzall @ MWE in the target language as a translationM¥E in
corpus that allowed us to empirically choose theafsthe  the source language only if the morpho-syntactitepa of
following values:a = b = ¢ = 1 andd = 0.5. The score is the source MWE has an equivalent morpho-syntactic
calculated for each part of the bilingual MWESs éimeh the ~ Pattern in the target language. This led us to &tecision
two of them are multiplied. We have to take intcamt o the set of MWEs which are most probable to lige=n
Ro andNo because otherwise the whole bi-sentence woul@f the bilingual lexicon. Indeed, the objective wding
be the optimal segmentation. filtering morpho-syntactic is to identify and septar only
the strongest possible MWEs from among the lisalof
As we can see, this score has a double effect, Figives possible MWEs candidates. Naturally, this stepdases
a high score if the bilingual MWEs respect dictipna the precision of the alignment but at the same titne
word-to-word alignment. Second, due Ry, it sets a decreases the recall.
threshold score for unknown couples. Both effeatsttave

a positive role in alignment task as we will seethe English Pattern Equivalent French Pattern
examples below. The dictionary-based score is not [ agjNoun Adj-Noun
intended to be used separately. It is mixed with co
occurrence score. We used an English-French biingu | Adi-Noun Noun-Adj
dictionary containing 243539 entries with douBlds is Noun-Noun Noun-Prep-Noun
ilgnporthantbt? poinlt o(tjj_t ?ere that the e_ntriles ofﬁmglifsh- Noun-Noun Noun-Noun

renc ilingual dictionary are in lemmas forms. ; ,
Therefore, togtake full adva)rlltage of this dictignait is Adj-Noun-Noun Noun-Adj-Prep-Noun
preferable to lemmatize the parallel corpus before | Adj-Noun-Noun Noun-Noun-Adj
extracting and aligning MWEs. However, as someasgrf Adj-Noun-Noun Noun-Prep-Noun-Adj
forms are similar to lemmas in English an_o!_French Noun-Prep-Noun Noun-Prep-Noun
languages, we experimented the two possibilitilse T
parallel corpus has been lemmatized using the imgitial Noun-Noun-Noun Noun-Prep-Noun-Det-Noyn
analyzer LIMA (Besancon et al., 2010). Noun-Noun-Noun Noun-Prep-Noun-Noun
4.2 Filtering MWEs Candidates Adj-Adj-Noun Noun-Adj-Adj
The result of the previous step (Extraction angdratient Noun-Noun-Noun-Noun|  Noun-Prep-Noun-Noun-
of MWESs) is a list of alignment links candidatesch link Prep-Det-Noun
is composed of a MWE in the source language and its | Adj-Noun-Noun-Noun Noun-Prep-Det-Noun-Prep-
translation candidate in the target language. Etep Noun-Adj
covers all the categories of MWEs (Compound nouns, | Adj-Adj-Noun-Noun Noun-Noun-Adj-Adj

Phrasal verbs, etc.).
Table 1: Some English and French filtering morpho-

In order to increase the accuracy of this stepfilie the syntactic patterns (Adj refers to an AdjectiReepto a
results, on the one hand, by removing the longerBdW Preposition, and Det to a Determiner).
shorter MWEs occur in these candidates, and owtther

hand, by selecting only MWEs which match with & &6 5. Experimental Results

morp_ho-syntacnc patterns  (Table 1). The MV_VESThe quality of alignment of MWESs and the impactsing
candidates are composed of sequences of wordseofisi  \jwEs on machine translation have been evaluatetlyfi
2 that follow the most frequent Part-Of-Speech q’aﬂ manua"y, by Comparing the results of our appro&ﬂ:h a
Part-Of-Speech tags of the components of each MW®E areference alignment; and secondly automaticallyising
provided by the multilingual analyzer LIMA after the results of our MWEs alignment approach to bthilel
processing the parallel corpus. We have built miytize  translation model of the state-of-the-art stat&timachine
list of morpho-syntactic patterns by analyzing thetranslation system Moses (Koehn et al., 2007).
sequences of Part-Of-Speech tags correspondingeto t5 1 Manual Evaluation

MWESs candidates provid_ed by the first step. We false Our hybrid approach for MWESs alignment and the lase
used the patterns derived by other rgsearch WOrksi o4+ (Och and Ney, 2000) have been evaluated s
(Bouamor et al., 2012). At the end, we obtainedt@s25  gyajuation metrics defined in (Mihalcea et al., 200 he

2 http://catalog.elra.info/product_info.php?produtds666.
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corpus used to evaluate the performance of theiding| Alconcrete programmelis to be decided|on|there

French MWE aligners is composed of a set of 1992ljeh (€)) = —
sentences extracted from Europarl (European Pagtiam Unjprogramme concretldortly)étre décide
Proceedings). This parallel corpus is composed6@68 Alconcrete programmelis to be decided on there
English words and 49332 French words and has besesh u @

Un|programme concret|doit y étre décidé

to build manually the reference alignment by thevah
tool (Germann, 2008). Alignment with Giza++ was . ) )
achieved in source—target and target-source directind Figure 2: Improvement of alignments (1) Alignment
the results were merged using the union heuristic. without the bilingual dictionary and (2) Alignmewtth

the bilingual dictionary.
At first glance, we can see that the combinationtheaf
scoring using co-occurrence and the scoring baseithe Finally, iF should be n_otgd that the linis to be decided on
bilingual dictionary with the filtering patternsquides the there/doit y étre decidés abandonned after the step of
best performance of our MWEs alignment approach. [filt€ring because no morpho-syntactic pattern mzgdhis
clearly appears that keeping only MWEs candidates t expression.
have equivalent morpho-syntactic patterns in soame 5.2 Evaluation through a Translation Task

target languages has had a significant impact @ thrhe unavailability of a reference alignment of gnsficant
precision of the alignment. This filtering stepteérly has  gjze for MWESs does not allow us to achieve a |agEe

improved the precision but the recall has dropped. evaluation. That's why we considered evaluating the
impact of MWESs on the quality of translation byggtating
MWEs Aligner Precision | Recall | F-measure the results of our MWESs alignment approach in taming
Baseline (Giza++) | 0.83 037 | 051 corpus used to extract the translation model ofpti@se
Co-occurrence 0.61 0.63 0.61 based statistical machine _translation system Mogés.
used the factored translation model (Koehn and Hopan
Co-occurrence + 0.85 0.54 0.66 2007) as our baseline system. It is an extensiothef
Bilingual dictionary phrase-based model which enables the use of audlitio
Co-occurrence + 0.95 0.52 0.67 linguistic information at the word level such asrptwlogy
Bilingual dictionary and Part-Of-Speech. Note that in Moses translatiodels
+ Filtering patterns are produced by the word alignment tool Giza++.

Table 2: Performance of Giza++ and our MWEs

; The factored translation model operates on lemmsiead
alignment approach.

of surface forms. The translation process is thekdn up
into the following mapping steps:

1. Translate the lemmas of the source language into
lemmas in the target language.
Generate surface forms given the lemma and
linguistic information (Morphology and Part-Of-
Speech).

We observed after aligning some sentences that Wwb#m
sentence structures are similar, our MWEs alige€iopms
well. The segmentation is word to word or MWE to MW 2
depending on what is more frequent in the corpus.
Moreover, the surjective formulation of the problatows

our approach to detect expressions in two partscadesee

in the following example that both the English wettble”  The goal of these experiments is to study in wbapect

and ‘play” are linked to the French worddle” (Figure 1).  bilingual MWEs are useful to improve the performand
Moses. In Moses, phrase tables are the main kngeled

What[role|will[the|Indonesian[armed forces|play source for the machine translation decoder. Thedksc
consults these tables to figure out how to traasdatinput
Queljsera|lerole|des|forces armées|indonésiennes sentence into the target language. These tablebudlte

automatically using Giza++. In order to integrateoi
Moses the bilingual lexicon which is extracted
automatically by our MWEs alignment approach, wd ad
the extracted bilingual lexicon as a parallel car@nd

. retrain the translation model.
We have also observed some improvements due the

information provided by the bilingual dictionary,sa 5.2.1 Data and Experimental Setup

g,rcefg:;?d inprlijg'Lcjir:s 2. tlr?e thisal'zﬁ?nrgﬂg’ tgg/étt’ilgigu In order to study the impact of the bilingual leticof
Ictionary ~~ provi : : ' MWEs on the performance of Moses, we conducted our
decided/décidé and ‘there/y. Therefore, our MWES experiments on two English-French parallel corgdeble

aligner reconstructs the whole expressistt be decided | . .
on there/doit y étre décitlé Moreover, the links 3): Europarl (European Parliament Proceedings)@amda

“concrete/concrét and “programme/programnie are (European Medicines Agency Documents). These carpor
consolidated by the bilingual dictionary. were extracted from the open parallel corpus OPUS

(Tiedemann, 2012). We achieved three runs and ésb t
experiments for each run: In-Domain and Out-Of-Dirma
For this, we randomly extracted 500 parallel secgemom

Figure 1: Example of a correct alignment with ottig
co-occurrence socre.
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Europarl as an In-Domain corpus and 500 pairs of [Run In-Domain (Europal)

sentences from Emea as Out-Of-Domain corpus. The| n°. | Baseline Co- Co- Co-
domain vocabulary is represented in the case dfabeline (Giza++) | occurrence | occurrence| occurrence
(Giza++) by the specialized parallel corpus Eme&iwis * Bilingual | + Bilingual
added to the training data (Europarl). For our MWEs dictionary dIIC:tiIISenr?r:er
alignment approach, the domain vocabulary corredptm patterngs
the bilingual lexicon of MWEs extracted from the 1| 3262 32.69 32.71 32.72
specialized corpus. This bilingual lexicon of MWIss 2 | 3381 33.88 33.89 33.91
added to the training corpus (Europarl). It is impot to 3 34.25 34.30 34.32 34.33

note here that the word alignment tool Giza++ isdut
generate the translation tables for both methodsegline
and our approach). In other words, for the baseline

Table 4: BLEU scores of Moses for In-Domain texts.

(Giza++), the translation table is generated frome t [Run Out-Of-Domain (Emea)
parallel corpus which is the concatenation of thaegal- n°. | Baseline Co- Co- Co-
purpose training data (Europarl) and the domaircifipe (Giza++) | occurrence | occurrence| occurrence
data (Emea). For our MWEs aligner, the translatédne is + Bilingual | + Bilingual
generated from the parallel corpus which is the dictionary |dictionary +
concatenation of the general-purpose training data ';gttfé'rr;%
EEurot[taWarz and_ the bll_;ngzalt Ie>écon of MWEs extieat 11T 2296 5303 5306 5307
rom the domain-specific data (Emea). > 3,30 5337 5339 5341
— - 3 24.55 24.59 24.62 24.63
Run n°. Training (# sentences Tuning (# sentences)
1 150K+10K 2K+0.5K .
(Europarl+Emea) (Europarl+Emea) Table 5: BLEU scores of Moses for Out-Of-Domaintgex
+ +0. .
2 150K+20K 2K+0.5K Because the BLEU score reports only global improets
(Europarl+Emea) (Europarl+Emea) . . .
3 TE0K+30K >K+0.5K and (lj)oles not necessar:jl)ItJ re\r/]ealI)_T_he |m|p|act_ of dmaélh
(Europarl+Emea) (Europarl+Emea) vocabulary (represented by the bilingual lexicoVEs

extracted with our word alignment approach) on the
translation quality of Moses, we manually analysede
examples of translations drawn from the Out-Of-Doma
test corpus (Table 6). We noted after analyzing the
: . translation results of the specialized test co(fusea) that
5.2.2  Results and Discussion in some cases errors come from the training pacli@us.
The performance of the SMT system Moses is evaluateFor instance, the English word hypertensioh is
using the BLEU score (Papineni et al.,, 2002) ontih@  sometimes translated as the unitehygdertensiohsuch as
test sets for the three runs described in the pus\gection.  in the bilingual sentenceCases of hypertensive crisis have
Note that we consider only one reference per seatéfhe  been reported with duloxetine, especially in pasenith
obtained results are reported in tables 4 and Shasn in  pre-existing hypertension./Des cas de crise hypsite
tables 4 and 5, for In-Domain texts, Moses achieaes ont été rapportés avec la duloxétine, en particudteez des
relatively high BLEU score and the scores of Mosken  patients présentant une hypertension préexistanaad
using the results of our MWEs alignment approaah arsometimes translated as the multiterrhygertension
better than those when we use the baseline (Giza+a)  artérielle” such as in the bilingual sentencEhke initiation
the runs. Again, the best performance for both tmrain  of treatment with XERISTAR is contraindicated itigts
and Out-Of-Domain texts is achieved using thewith uncontrolled hypertension that could expostgmds
combination of the scoring using co-occurrence #m  to a potential risk of hypertensive crisis./L’instation du
scoring based on the bilingual dictionary with fitering traitement par XERISTAR est contre-indiquée chez le
morpho-syntactic patterns. patients présentant une hypertension artérielle non
. équilibrée qui pourrait les exposer & un risqueguttel de
In addition, we explored the use of LSTM (Long Shor cijse hypertensive.In the example of Table 6, the baseline
Term Memory) recurrent neural network language r&de gystem provides for the worthypertensiohthe translation

(Hochreitergnd Schmidhuber, 1997)forrescorireg1tﬁ_0- “hypertensioh and our MWE alignment approach
best translations proposed by the SMT system M@Ses.  ,qyides for this word the translationhypertension

has been limited to only the third run for bothDomain  31arielle”. Of course, both translations are correct.
texts and Out-Of-Domain texts. When we experimettied

LSTM to rerank the 100 hypotheses, the BLEU scoreSimilarly, both the baseline and our MWE alignment
(corresponding to the combination of the scoring@iso-  approach translate correctly the multiword expssi
occurrence and the scoring based on the bilingualincrease in blood pressure/augmentation de la poess
dictionary with the filtering morpho-syntactic perths) artérielle’. On the other hand, as we can see, some
increases to 35.82 (+1.49 BLEU points) for In-Domai translations provided when using the baseline ameihwve
texts and to 25.53 for Out-Of-Domain texts (+0.9EBL  use our approach have many spelling and grammatical
points). errors and are very approximate. As examples, wg ma
mention the translations of the expressiohas’ been

Table 3: Corpora details used to train Moses laggzand
translation models (K refers to 1000)
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associated/a été assoti@nd ‘in some patients/dans into account other forms of MWESs. The second pexthyes

certains patients These results can be explained by thejs to explore the integration of bilingual MWEsdnbther
fact that, on the one hand, statistical machinestedion  machine translation systems such as neural machine

toolkits like Moses have not been designed withygngiation ones. We also expect to adapt our MWEs

grammatical error correction in mind, and on thheot alianment anproach to new lanauage pairs such aksin
hand, these two expressions have not been condittgre an iy . guage p giss
Arabic and French-Arabic.

our alignment approach as being MWESs. Indeed, &ven
after the scoring function based on co-occurretitese
two expressions have been identified as MWESs, bet t 7. Acknowledgements
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