Using a Small Lexicon with CRFs Confidence Measure to mprove POS Tagging
Accuracy

M ohamed Outahajala’, Paolo Rosso?
Yinstitut Royal de la Culture Amazighe, Avenue AliIFassi Madinat Al Irfane - Rabat - Instituts Adse postale : BP
2055 Hay Riad Rabat, Morocco

2NLE Lab, PRHLT Research Center, Universitat Pofitée de Valéncia, Spain
E-mail: outahajalal@yahoo fiprosso@dsic.upv.es

Abstract

Like most of the languages which have only recestiyted being investigated for the Natural LanguBgocessing (NLP) tasks,
Amazigh lacks annotated corpora and tools andsstffers from the scarcity of linguistic tools arbources. The main aim of this
paper is to present a new part-of-speech (POSgtdmrsed on a new Amazigh tag set (AMTS) compo@8 tags. In line with our
goal we have trained Conditional Random Fields (CR¥-butld a POS tagger for the Amazigh language. Wehused the 10-fold
technique to evaluate and validate our approach.QRFs 10 folds average level is 87.95% and thefdlddevel result is 91.18%.
In order to improve this result, we have gatheresgtaof about 8k words with their POS tags. Théectdd lexicon was used with
CRFs confidence measure in order to have a moreaeda©S-tagger. Hence, we have obtained a betfermpance of 93.82%.
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used a small lexicon of about 8k words with POS tiag
1. Introduction improve accuracy. Finally, in Section 6 we drawnso

Amazigh is spoken in Morocco, Algeria, Tunislabya, conclusions and describe the work to be done imés
and the Egyptian Oasis Siwa; it is also spokgnmany  future.

other communities in parts of Niger amdali and by

immigrant Amazigh communities iEurope and over the )

world. Amazigh language belongs to the Hamito-Siemit 2. Related worksabout Amazigh POS
languages (Cohen 2007, Chaker 1989, Chafiq 199th) wi tagging

rich templatic morphology. With the emergence of anThe POS tagging task consists of annotating eact in@a
increasing sense of identity, Amazigh speakers dvgaty  sentence with its lexical category, i.e., partjoéech. It is
much like to see their language and culture ricld anthe first layer above the lexical level and thedstlevel of
developed. In Morocco, Amazigh has been introduoed syntactic analysis. Hence, all the NLP tasks dgaluith
mass media and in the educational system in caolidiom  higher linguistic levels resort to the POS tagsnely:
with relevant ministries. Accordingly, the first dirthe  phrase chunking; word sense disambiguation; gramalat
second Moroccan channels begun to broadcast sonfienction assignment (Cutting et al., 1992) and raemity
programs in the Amazigh language in 2007. A newecognition (Benajiba et al. 2010a; Benajiba e2all0b).
Amazigh television channel was launched in thet foifs  In conjunction with shallow parsing, POS-tagginquged
March, 2010. It has also become common practida¢b  in more complex tasks (Manning and Schiitze, 199&h s
Amazigh taught in various Moroccan schools as gestib  as: lexical acquisition, information extractiomding good
On July 2011, Moroccans voted favourably for thevne indexing terms in information retrieval and questio
constitution; therefore, the Amazigh language becam answering.

official language along with Arabic. In February1®) In the first experiments on Amazigh POS tagging
Amazigh language was made an official languagehby t (Ouatahajala et al., 2011), authors trained twausege
Algerian government. However, this language, lileshof  classification models using SVMs and CRFs. This has
the languages which have only recently started goeinproved to give good results in English for sequence
investigated for NLP, still suffers from the sc#ycof classification (Kudu and Matsomoto, 2000; Laffestyal.,
language processing tools and resources. 2001). SVMs outperformed CRFs on the fold level
In this sense, since POS tagging is an importaghitbamsic  (91.66% vs. 91.35%) and CRFs outperformed SVMs on
step in the processing of any given language, taénm the 10 folds average level (88.66% vs. 88.27%ethas a
objective of this paper is to explain how we imgrdwan tag set containing 15 elements (verb, noun, advetb.),
Amazigh POS tagger accuracy. in addition to S P and N_P referring respectively t
The rest of this paper is organized as followsSé@ttion 2  prepositions and kinship nouns when followed byspeal
we present related works about Amazigh POS taggingpronouns.

Then we describe the more fine-grained tag set foWe think that the development of a POS-tagger iotite
Amazigh. The fourth section presents the AmazigtsPO first step needed for automatic text processinginewith
tagging experiments and results using CRFs andal smthis, we have dedicated the following subsectiorth®
corpus of about 20k words. Section 5 describes hew presentation of more fine-grained tag set and RB@§ing
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experiments results.

3. Tagset and corpus

Defining the adequate tag set is a core task itdingi an

automatic POS tagger. It aims at defining a conigattag

set with the appropriate level of granularity, net too fine

grained nor too shallow for the potential federsitstems
that will use it.

The used corpus consists of a list of texts ex¢dfitom a
variety of sources such as some novels, as welbase

texts from IRCAM’s web site. We were able to readbtal

number of words superior to 20k tokens. This cerjsu
annotated morphologically using the tag set intoediin

(Outahajala et al., 2010). Four annotators werselirad in

this task and annotation speed was between 80 20d
tokens per hour. Our Inter Annotator Agreementi£8%.

Table 1. AMTS tag set.

N° POS Designation
1 NN Common noun
2 NNK Kinship noun
3 NNP Proper noun
4 VB Verb, base form
5 VBP Verb, participle
6 ADJ Adjective
7 ADV Adverb
8 C Conjunction
9 DT Determiner
10 FOC Focalizer
11 IN Interjection
12 NEG Particle, negative
13 VOC \ocative
14 PRED Particle, predicate
15 PROR Particle, orientation
16 PRPR Particle, preverbal
17 PROT Particle, other
18 PDEM Demonstrative pronoun
19 PP Personal pronoun
20 PPOS Possessive pronoun
21 INT Interrogative
22 REL Relative
23 S Preposition
24 FW Foreign word
25 NUM Numeral
26 DATE Date
27 ROT Residual, other
28 PUNC Punctuation

One of POS tagging challenges of is ambiguity; same
surface form might be tagged with a different P@§ t
depending on how it has been used in the senten
Following we give some examples of different catezm
that have been extracted from the annotated carpiug
the AMTS tag set:

1- ¢HHE (illi) may have many meanings; as a verb in
negative perfective, it means ‘do not exist’ wheediafter

a negative particle, while as a noun it refers kireship
noun meaning ‘my daughter’;

2-, Xo A £ O (agadir) may have many meanings; as a
common noun it means a wall, and as proper nomedns
a Moroccan city.
3- Some stop words such a&"“(d) might function as a
preposition, a coordination conjunction, a predicat
particle or an orientation particle. For instanae,the
sentences below, the word “d” might be:
A coordination  conjunction: t.CoKEWt
(Amazigh)A(and +¢KISHET£$¢] (technologies)
+2Co518+El(new), “tamaziGt d tiknulujiyin
timaynutin”;

A preposition: $Col(he went) A(with)
c©0O%A(the road),“iman d ubrid”;
A predication particle: A(he is) -OXo.XK(a
man),“d argaz”; or
An orientation particle®%(bring) A(to here)
12K+ (bowl) +.CI. DAt (large), “asi d tikint
tamjahdit”.

Other examples may be found in (Outahajala, 2015).

4. Experiments settings and results

Throughout this paper, all the described statiktivadels
will use the same feature-set. The choice of thievbe
described features has been reached through eaipiric
results. The employed features are the following:

1- The current token;

2- Lexical features: these consist of the last frsd 7

character n-grams, with 'i’ spanning from 1 to 4;

3- Lexical context: the surrounding words in a vandof
-/+2; and

4- Tag context: this consists of the predicted te#ghe two
previous words.

Regarding baseline, we used frequency based bas@lm
predicted the tag for a certain token based onntbst
frequent POS tag that has been associated with tid
training data. Thus, this baseline completely igsothe
surrounding context and resolves the ambiguousscase
using only frequency. Such baseline has been alreseld

in competition tasks such as CoNLL for named entity
recognitior.

In these new experiments, we have filled some nussi
features of our corpus to be able to extract thaeeted
data and needed features. The used tag set in hesge
experiments comprises 28 tags; they are presemfEabie

In this experiment set, we have carried out 10-fiokss

§alidation. We use the whole manually annotated.dele

obtained best F-measure is in the fifth fold. TaBle
presents the results of 10-fold cross validation.

The manually annotated corpus contains 1.438 seggen
The test set of fold 5 is the one used in the ofghe

! http://www.cnts.ua.ac.be/conlli2002/
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experiments of this paper.

We have used CRF#+an open source implementation of
Conditional Random Fields for segmenting and lalgeli

data.

The obtained results are very promising considetivay
we have used a corpus of only 20k tokens and caadpar .
previous results based on 13 tags (Outahajala, &Cl2).
We have more than doubled the tag set size inrretar
lost only 1.34% in precision.

In comparison with the tag set presented in (Oydddnat
al.,, 2011), most classes’ performance increased. We _ _ G e B
obtained 96.24% vs. 94% for prepositions clasS®%.vs. B
60.7% for adverbs, 87.02% vs. 84.6% for determiant .
75% vs. 60% for focalizers, 100% vs. 45% for irdetjons.
The adjective and conjunctions classes precisiocredsed
in the new tag set. Regarding those classes thdtawe

\
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split into several subclasses such as N correspgnigi 50% 70% 80% 90%
nouns, that we split into NN for common nouns, NfoK

kinship nouns and NNP for proper nouns, NN preqiss Training size

95.15% vs. 94.60% for N. However, the obtained ey

for proper nouns is just 54.16%, due essentially to

insufficient samples in the training set. Concegnierbs

base form, the precision is 94.22%.

Table 2. 10-fold cross validation POS tagging rssul

Fold# BASELINE CRFs
0 79.70 86.02
1 77.36 84.28
2 84.03 89.48
3 81.00 88.2
4 80.11 89.35
5 81.47 91.18
6 77.29 84.27
7 76.95 85.32
8 84.22 90.31
9 86.45 91.12
AVG 80.85 87.95

144

sentences

Tr 0:90% H;

T Lot o || ivse |[cise| N

Figure 1. Data split

Figure 2. Learning curve

The learning curve is increasing along with thenirey
corpus size. The baseline is at least 8 pointswh€RFs
across the curve. We started withiaitial model (Mnit) and
each time we added 10%om annotated data. Using the
CRFs, the difference in precision between the model
trained with 60% of the hand labellddta and thenodel
trained with 90% of the hand labelled is 1.55%.

5. Improving Amazigh POS-tagging results

In this section we will study the usefulness cosifice
measure and its effectiveness when using a smaible to
improve POS tagging results.

5.1. Confidence measure effectiveness

A selection criterion that we want to explore inisth
research work is CRFs confidence measure. Confaenc
measure represents the probability to have a tagnga
token. We want, however, to start with an assestofehe
validity of this approach. To do so, we have opted
estimate the correlation between the ’confidenced a
the 'probability of correctness’. That is, to asst®e odds

of the automatic tag assigned to a token beingecowhen
the system 'word confidence’is high. From a ndilsering
perspective, we can say that in the case of absehce
correlation between the two terms in question it
possible to filter noise on the base of the sysem’
confidence. In order to obtain the required infotiorawe
have automatically tagged 10% from the trainingusitg

a trained model based on 60% of manually annotated

In order to study learning curve, we have splittaéning ~ corpus. The obtained tags served as a data setrtpute

set as shown in Figure 1.

The obtained resulted are summarised in Figure 2.

2 http://crfpp.sourceforge.net/

the correlation. In Figure 3 we show a plot of da¢a point
together with a line obtained through linear regies. The
data set shows that there is a correlation of B&t@een
these two terms (Outahajala et al., 2015). Fronfripere 3,

it can be appreciated that there is a clear pesitiv
correlation with few outliers.
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In this algorithm, k is the training corpus,¢Tis the test
o . corpus and Lex is a lexicon of Amazigh words whkit
: ; ‘ POS tags.

Table 3. Model precision with respect to confidence
measure threshold

06

Threshold value Model precision
® ] 0.1 91.18
' ' 0.2 91.23
5] \ 0.3 91.37
0.4 91.84
) 0.5 92.36
s - - - 0.6 92.83
i 0.7 93.12
0.8 93.45
Figure. 3. Scatter plot of system confidence and 085 0359
probability of confidence 0.90 93.68
0.91 93.78
By analyzing the errors of the generated model wytpe 88; %3?;8728
found several sources of errors: the Out Of 0:94 93:77

Vocabulary(OOV) Words, named entities, adjectivad a
participles are often labeled as common names @@ v
versa, etc.

We have obtained a performafegual to 93.82%, which
represents a gain of 2.64% in accuracy for a tieldgqual

. . . . to 0.92, as shown in the Table 3.
5.2. Using a small lexicon to improve POS tagging results wnt

To reduce these errors and improve the performahear 6. Conclusionsand futureworks
tagger, we decided to build a lexicon with POS tdgs

order to build this lexicon we used several exgtexical Very few linguistic resources have been develogedis

) ; for Amazigh and we believe that the developmentof
resources such as (El Gholb, 2011; Sghir, 2014)s Th POS-tagger system is the first step needed fo io

lexical resourcé was used in conjunction with the . . . :
: . ' text processing. In line with this, we presented PBttag
confidence measure. Hence, if the confidence measur

I I 80,
given by the system is lower than a predefinecstimtlo, set. Using CRFs we obtained a performance of 91.i8%

we assign the POS tag from the lexicon. This assént is accuracy, these results are very promising conﬂgei_lat
) . we have used a corpus of only 20k tokens. In thay,w
done according to Algorithm 1.

since creating labeled data is a hard task, we pathered
a set of about 8k words with their POS tags, thatused

Algorithm 1. LexiconConfidence(y, Lex, o) conjointly with CRF confidence measure in ordeh&wve a
1 Lo is labeled data, oltest file, Lex is a lexicon more accurate POS-tagger. Hence, we obtained arbett

with POS tags and is a threshold performance of 93.82% for our Amazigh POS tagger.
2 Mt <-- train(Lo) In the future, we plan to tag more Amazigh texts to
3 T, Out_With_Conf <- Minit(F§) constitute a reference corpus for works on AmanigP.
3 For each Word, in T,_Out_With_Conf
4 Lox_contansiiory then 7. Admnowledgments

- . The work of the second author was carried out & th
> Tag(Worg = lexicon_POS(Word, framework of the VLC/CAMPUS Microcluster on
6 EndIf Multimodal Interaction in Intelligent Systems.
7 End For each
8 Function Confidence_M (Word) 8. References
Return Value of model confidence measure N _ _

9 of the Word Benajiba Y., Diab M., Rosso P. (2014). Arabic Named

. Entity Recognition: A Feature-Driven Study. In: IEE
10 End Function

4

http://www.outamed.com/downloads/POStagger_complet.
% www.outamed.com/downloads/lex8k rar
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