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Abstract
Resources such as WordNet are useful for NLP applications, but their manual construction consumes time and personnel, and frequently
results in low coverage. One alternative is the automatic construction of large resources from corpora like distributional thesauri,
containing semantically associated words. However, as they may contain noise, there is a strong need for automatic ways of evaluating
the quality of the resulting resource. This paper introduces a gold standard that can aid in this task. The BabelNet-Based Semantic Gold
Standard (B2SG) was automatically constructed based on BabelNet and partly evaluated by human judges. It consists of sets of tests
that present one target word, one related word and three unrelated words. B2SG contains 2,875 validated relations: 800 for verbs and
2,075 for nouns; these relations are divided among synonymy, antonymy and hypernymy. They can be used as the basis for evaluating
the accuracy of the similarity relations on distributional thesauri by comparing the proximity of the target word with the related and
unrelated options and observing if the related word has the highest similarity value among them. As a case study two distributional
thesauri were also developed: one using surface forms from a large (1.5 billion word) corpus and the other using lemmatized forms
from a smaller (409 million word) corpus. Both distributional thesauri were then evaluated against B2SG, and the one using lemmatized
forms performed slightly better.
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1. Introduction
The importance of resources such as WordNet (Fellbaum,
1998), that represent semantic relations between words,
can be measured by the number of initiatives dedicated
to (re)producing them in other languages, such as the Eu-
roWordNet1 (Vossen, 1998) and the Global WordNet As-
sociation2 (Bond and Paik, 2012). These resources have
been windely used in numerous NLP applications, such as
systems for Q&A, text simplification, and sentiment analy-
sis. For Portuguese, some such initiatives include Onto.PT3

(Gonçalo Oliveira and Gomes, 2010), OpenWN-PT4 (de
Paiva et al., 2012), MultiWordnet of Portuguese5, Word-
Net.PT6 (Marrafa, 2002), WordNet.Br7 (Dias-da-Silva et
al., 2008).
However, the manual construction of this type of resource is
costly and much time-consuming, in addition to having low
coverage and being applicable to only one domain. More-
over, its availability is limited or non-existent for many lan-
guages. A popular alternative is the automatic construc-
tion of distributional thesauri from corpora, resulting in a
resource with semantic association among words. These
techniques are language independent and applicable to any
domain (Lin, 1998). As a consequence there is much atten-
tion being devoted to the systematic construction, evalua-
tion and enhancement of distributional thesauri.
The automatic evaluation of such thesauri, in particular, is

1http://www.illc.uva.nl/EuroWordNet/
2http://globalwordnet.org/

wordnets-in-the-world/
3http://ontopt.dei.uc.pt
4https://github.com/arademaker/

openWordnet-PT
5http://mwnpt.di.fc.ul.pt/
6http://www.clul.ul.pt/clg/wordnetpt/

index.html
7http://143.107.183.175:21380/wordnetbr

a complex task, because of the lack of resources with in-
formation about the similarity between words. Moreover,
due to the large scale of the resulting thesauri a manual
evaluation by human judges is prohibitively expensive and
would consume too much time. An alternative is the ex-
trinsic evaluation of the quality of a thesaurus, where per-
formance on a particular task would indirectly reflect the
quality of a resource. For instance, we can approximate the
concept of similarity by presenting an explicit semantic re-
lation between words, as done in the TOEFL test (Landauer
and Dumais, 1997) and the WordNet-Based Synonymy Test
(WBST) (Freitag et al., 2005) for English. For Portuguese,
automatically generated ontologies include BabelNet (Nav-
igli and Ponzetto, 2010) and Onto.PT (Gonçalo Oliveira
and Gomes, 2010), but there are no specific gold standards
for the evaluation of distributional thesauri. Having this
in mind, we developed the BabeNet-Based Semantic Gold
Standard (B2SG) for Portuguese, based on the WBST.8 The
main difference between them is that B2SG is based on an
automatically generated resource, while WBST is based on
a manually constructed one, WordNet.

In this paper we discuss related work in Section 2, and the
methodology used for developing B2SG in Section 3. We
describe an intrinsic evaluation of the quality of the test
items proposed in Section 4 and of their application as part
of an extrinsic evaluations in 5. Finally, we present conclu-
sions and future work in Section 6.

8A preliminary version of this study was presented in (Wilkens
et al., to appear). In this paper we present an expanded version of
the resource, with partial evaluation of the data by human judges.
Moreover, we discuss a case study of evaluation of two distribu-
tional thesauri using B2SG. B2SG is readily available at http:
//www.inf.ufrgs.br/pln/resource/B2SG.zip
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2. Related Work
For English, there are several datasets for the evaluation of
distributional thesauri, such as:

• 65 noun pairs (Rubenstein and Goodenough, 1965)

• 80 test items in TOEFL (Landauer and Dumais, 1997)

• 353 noun pairs (WordSim (Finkelstein et al., 2001))

• 2003 pairs and context sentences (SCWS (Huang et
al., 2012))

• 3,000 pairs (Bruni et al., 2014)

Many of these are available as part of Word Vector Evalua-
tion suite (Faruqui and Dyer, 2014).9 The TOEFL dataset in
particular presents, for each target word, four alternatives,
and the task is to select which among them is the more se-
mantically related to the target word than the others. Other
examples of TOEFL-like tasks include the WordNet-Based
Synonymy Test (WBST) (Freitag et al., 2005), which is an
extension of the TOEFL test that was automatically gener-
ated from WordNet. The dataset presented here adapts the
methodology of the latter to BabelNet, selecting 4 alterna-
tives for each target word to create test items automatically
for resource limited languages like Portuguese.

3. Building B2SG
The BabelNet-Based Semantic Gold Standard contains
nouns and verbs involving antonym, hypernym and syn-
onym relations. Like TOEFL (Landauer and Dumais, 1997)
and WBST (Freitag et al., 2005), for each target word it lists
4 alternatives: one semantically related word, and 3 poten-
tially unrelated words. For instance, for the target noun
tenderness and synonym relation, it provides four alterna-
tives: affection, partner, inconstancy, and lap, from which
the correct alternative for synonym is the first.
The dataset was generated in 3 steps:

1. Selection of target words: we used a word frequency
list from the AC/DC project10 to avoid low frequency
words. Each word was annotated with information
about the number of senses from BabelNet (Navigli
and Ponzetto, 2010), and words not found on Babel-
Net were not included among the target words.

2. Selection of semantically related words: for each
word in the frequency list from step one we selected a
set of semantically related candidates from BabelNet.
We then selected the candidate with closest frequency
and number of senses regarding the target word. A to-
tal of 10,000 nouns and 5,000 verbs were chosen for
synonymy and hypernymy, abiding to the restriction
that they were the closest in frequency11. The antonym
category for both verbs and nouns did not present the
respective minimum of 10,000 and 5,000 words, so we
used all candidates, without applying a frequency fil-
ter.

9http://wordvectors.org/suite.php
10Available at http://www.linguateca.pt/ACDC.
11This list of 10,000 words include both target and related

words.

3. Selection of unrelated words: we adopted the list
produced in Step 2, but, for each target word, only
words without an explicit relation to it were selected
as candidates. These selected words were randomly
divided in groups of 3 words, and we then selected the
group with closest mean frequency and mean number
of senses in regard to the target word.

Using this process, we ensured that the target, related and
unrelated words were close in terms of frequency and pol-
ysemy. It is also important to clarify that the same group
of words were used in multiple test items, either as target,
related or unrelated word. After going through these three
steps, we selected a list of test items containing 4,734 target
words (1,200 verbs and 3,534 nouns), as shown in Table 1.

Table 1: B2SG per relation

Synonyms Hypernyms Antonyms Total
Verbs 500 500 200 1,200
Nouns 1,667 1,667 200 3,534
Total 2167 2167 400 4,734

4. Validation
The semi-automatic validation was done in two stages: the
dataset was first automatically validated against Onto.PT
(Gonçalo Oliveira and Gomes, 2010), a thesaurus for Por-
tuguese. As a second step, any relation that was not found
in Onto.PT was manually validate by two native speaker
human judges. From the set of relations, 25.4% of the re-
source was found in Onto.PT, and another 35.3% was val-
idated by human judges. From the initial 4,734 relations
from B2SG, 60.7% in total were considered valid, resulting
in a gold standard with 2,875 relations.
The methodology adopted resulted in more true positive re-
lations for verbs than for nouns, and more for synonyms
and antonyms than hypernyms. For nouns, many of the
candidates were proper nouns (e.g. Martinho), letters (e.g.
c), abbreviations (e.g. sr.), and foreign words (e.g. punch
and eau) present in BabelNet. When these words were in-
cluded among one of the unrelated alternatives, they were
replaced by other candidates following the same criteria for
frequency and number of senses as before. However, when
they were either among the targets or related words, they
were simply removed from the resource. For hypernyms,
many of the false positives were candidates evaluated by
the judges as synonyms, and as they lacked the more gen-
eral meaning of a hypernym they were removed from the
resource.

5. Thesaurus quality evaluation
B2SG was also used to evaluate two automatically con-
structed distributional thesauri for Portuguese. The idea of
using it in an extrinsic thesaurus evaluation is that the per-
formance on the test reflects thesaurus quality. In this case,
the accuracy of the answers of the distributional thesauri
for the relation test presented by B2SG is measured by the
rank of the possible candidates answers, which must place
the related work in the top. The thesauri were generated us-
ing word2vec (Mikolov et al., 2010), using Skip-Gram with
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Table 2: Validation

Antonym Synonym Hypernym TotalN V N V N V
Initial 200 200 1667 500 1667 500 4734
Onto.PT 40 51 676 244 191 0 1202
Human Judges 105 116 495 191 568 198 1673
Total Validated 145 167 1171 435 759 198 2875
% Correct 72,5% 83,5% 70,2% 87,0% 45,5% 39,6% 60,7%

the following parameters: a vector size of 300 dimensions,
a context window of size 5, a downsampling threshold of
1e-5, a sampling of 5 for the negative training algorithm,
and a minimum frequency of 10 in the corpus.
To obtain a large representative corpus we combined dif-
ferent Portuguese corpora and used their surface forms for
training (Table 3a). Additionally, we created a corpus using
lemmatized forms from the parsed corpora, Table 3b12. The
parsing information comes from the PALAVRAS parser
(Bick, 2000).

Table 3: Corpus information

(a) Surface Form Corpus

Corpus Types Tokens
brWaC 812K 166.7M
euroParl 135K 47.8M
CETENfolha 206K 21.2M
PLN-BR 582K 34.1M
CETEMpúblico 611K 166.6M
Corpus Brasileiro 2.8M 1G
Total 3.7M 1.5G

(b) Parsed/Lemmatized Corpus

Corpus Types Tokens
brWaC 618K 166.5M
euroParl 67K 47.9M
CETENfolha 120K 21.5M
PLN-BR 479K 34.1M
CETEMpúblico 330K 138.9M
Total 1.5M 409M

The evaluation of both models was made by obtaining the
similarity values between the target and alternatives for
each test item in B2SG. If the similarity value of the related
word was the highest among the alternatives, the answer
was considered correct. The results of the evaluation are
in Table 4, for the model constructed with the surface form
corpus, and Table 5, for the model with the lemmatized cor-
pus. We evaluated using 2 criteria: a strict one, in which all
5 words in a test item (target and all alternatives) had to be
in the thesaurus; and a non-strict one, in which at least the
target and related alternative had to be in the thesaurus.13

12The parsed corpus does not include the Corpus Brasileiro
(Berber Sardinha et al., 2008) because lemmatized information
in this corpus is different from the other corpora, since it is not
parsed with PALAVRAS.

13However, the results for the 2 criteria were very similar, be-
cause both thesauri had good coverage in relation to the test items.

Table 4: Evaluation of the thesaurus built from surface
forms

(a) Strict evaluation

Test Type Coverage Correct % Correct

Antonym Noun 105 90 85.7%
Verb 143 100 69.9%

Hypernym Noun 545 432 79.3%
Verbs 167 115 68.9%

Synonym Noun 861 726 84.3%
Verb 366 275 75.1%

(b) Non-strict evaluation

Test Type Coverage Correct % Correct

Antonym Noun 145 126 86.9%
Verb 167 118 70.7%

Hypernym Noun 756 606 80.2%
Verbs 198 138 69.7%

Synonym Noun 1167 997 85.4%
Verb 433 332 76.7%

Table 5: Evaluation of the distributional thesaurus built
from lemmatized corpus

(a) Strict evaluation

Test Type Coverage Correct % Correct

Antonym Noun 98 82 83.7%
Verb 141 110 78.0%

Hypernym Noun 525 425 81.0%
Verb 166 118 71.1%

Synonym Noun 832 721 86.7%
Verb 366 267 73.0%

(b) Non-strict evaluation

Test Type Coverage Correct % Correct

Antonym Noun 143 123 86,0%
Verb 167 132 79,0%

Hypernym Noun 753 615 81,7%
Verb 198 141 71,2%

Synonym Noun 1162 1025 88,2%
Verb 433 320 73,9%

The results obtained with both thesauri were comparable,
and those obtained with the thesaurus built from the lem-
matized corpus were slightly better in general, even though
the corpus was smaller, as it did not include the Corpus
Brasileiro.
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6. Conclusions and Future Work
In this paper, we described the development of B2SG, a
TOEFL-like task for Portuguese. The 2,875 test items in-
volve synonyms, antonyms and hypernyms for nouns and
verbs. A partly automatic validation of the resource was
done using Onto.PT and human judgments. As a case study
we used B2SG in the evaluation of distributional thesauri.
We built two thesauri: one from surface forms and another
from lemmatized forms, and the latter was slightly more
accurate, even if smaller, than the former.
As future work we are going to apply this methodology to
build gold standards such as B2SG for other languages, and
to extend the test items to include also adjectives and ad-
verbs.
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