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Abstract
This paper describes the evaluation methodology followed to measure the impact of using a machine learning algorithm to automatically
segment intralingual subtitles. The segmentation quality, productivity and self-reported post-editing effort achieved with such approach
are shown to improve those obtained by the technique based in counting characters, mainly employed for automatic subtitle segmen-
tation currently. The corpus used to train and test the proposed automated segmentation method is also described and shared with the

community, in order to foster further research in this area.
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1. Introduction

Society and the governments are increasingly requesting
larger amounts of subtitled TV content (Neto et al., 2008),
since subtitles are the most practical technique to guarantee
the accessibility of audiovisual material to those who can-
not access the audio (AENOR, 2012).

The current demand and promising future of intralingual
subtitling has accelerated research into more productive
methods that help to cover challenging subtitling situations
such as, for example, live broadcasts. In recent years, tech-
nological advances in speech recognition have enabled au-
tomatic intralingual subtitling to be a reality (Alvarez et al.,
2015). However, automatic subtitling technology has lim-
itations, a major one being its inability to segment subtitle
text in a logical way. Within the subtitling field, segmenta-
tion refers to the division of the original text into sections
that viewers can understand immediately (Diaz-Cintas and
Remael, 2007), playing a fundamental role in the creation
of quality subtitles.

This work analyses the application of a machine learning
algorithm to automatically segment the text contained in
intralingual subtitles and compares its performance against
that of the main technique based in counting characters em-
ployed in most automatic subtitling systems currently. Its
impact is measured in terms of subtitle quality and regard-
ing the productivity achieved and self-reported effort when
integrated in the subtitling process through post-editing.
Also, given the little work carried out so far in automatic
subtitle segmentation, the corpus employed to train and test
the presented machine learning algorithm is described and
shared with the aim of fostering further research and tech-
nology development.

2. Background
2.1. From traditional to automatic subtitling

Traditional subtitling is carried out by professionals who
aim to reproduce in text on screen the original dialogues,

the discursive elements in the image and, when addressed
to those who cannot hear the original audio, the informa-
tion contained in the soundtrack of audiovisual contents
(Diaz-Cintas and Remael, 2007).

From a linguistic perspective, subtitles can be classified
as intralingual, interlingual or bilingual. = Depending
on the time available for their preparation, they can be
prerecorded, live or semi-live. And according to the
recipient, subtitles can either be for the hearing or for the
deaf and hard-of-hearing, the latter containing additional
information to facilitate comprehension, such as contextual
information or sound effects (Diaz-Cintas and Remael,

2007).
Several studies collect good subtitling practices
(Karamitroglou, 1998; Ivarsson and Carroll, 1998;

Diaz-Cintas and Remael, 2007; Ford Williams, 2009;
Ofcom, 2015). Also, there are some regulations governing
quality subtitling standards such as the UNE 153010
(AENOR, 2012). The main features of good subtitles can
be classified into:

e Spacing features: distributing the text into one or two
lines between 4 and 43 characters.

o Timing features: showing subtitles at a speed of 130-
170 words per minute keeping them on screen between
1 and 6 seconds, while synchronizing with the audio
and inserting short pauses between consecutive subti-
tles.

Linguistic features: keeping the original terms and
avoiding more than two sentences per subtitles, one
per line.

Orthotypographic features: following the general
guidelines of printed text.

All of the above features impact subtitle segmentation
and are taken into account for manual segmentation by
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professional subtitlers.

Automatic subtitling was born in response to a high subti-
tling demand, as a more productive alternative that enabled
subtitling in challenging situations, such as live broadcasts,
where traditional subtitling was not directly applicable.
However, at present, automatic subtitling is yet not capable
of creating subtitles that equal human quality and, thus, its
focus is on facilitating the generation or post-editing of au-
tomatic subtitles by professional subtitlers, both in live and
pre-recorded settings. In this context, post-editing can be
defined as the process by which a professional edits, mod-
ifies and/or corrects the output of an automatic subtitling
system. Post-editing is increasingly gaining relevance as it
is proving to help achieve subtitles of high quality in a more
productive way.

The different types of technology that can be employed for
automatic intralingual subtitling are:

e Stenotyping: It involves using a shorthand type-
writer representing syllables, words, punctuation signs
and/or phrases phonetically. Allowing the generation
of subtitles at speeds of 220 and 300 words per minute,
it is generally used for live subtitling. Its precision
reaches 97-98%, the generated delay is low and the
severity of errors medium. However, learning this
technique requires a long time (around three years)
and the cost is high (Romero-Fresco 2011).

e Respeaking: This technique involves producing real-
time subtitles by means of speech recognition soft-
ware transcribing a simultaneous reformulation of the
source text dictated by the respeaker to the computer
(Eugeni, 2008). Being easier to master than stenotyp-
ing and similiar in average performance, Respeaking
has recently become the most widely used method for
live subtitling in countries such as the UK, France or
Germany (Mikul, 2014).

e Automatic transcription: This technology involves
the generation of subtitles directly from the source au-
dio, without the need of human intervention. In state-
of-the-art systems, after a pre-processing step to nor-
malize the audio and select the segments with contain
speech, a speech recognition software transcribes the
speech detected and synchronizes it with the audio.
A posterior linguistic processing normalizes the num-
bers, abbreviations and acronyms, and capitalization
and punctuation marks are automatically included. Fi-
nally, subtitle segmentation is performed and subtitles
are generated in the required format. Various subti-
tling solutions based on automatic transcription sys-
tems have been developed for several languages and
domain in recent years (Neto et al., 2008; Ortega et
al., 2009; Alvarez et al., 2015). Although they do not
perform as well as professional subtitlers, they have
achieved promising results with productivity gain ex-
periments suggesting that post-editing automatic sub-
titles is faster than creating them from scratch (Alvarez
et al., 2015).

2.2. Subtitle segmentation

While good segmentation facilitates reading and under-
standing subtitles (Ford Williams, 2009), bad segmenta-
tion can interrupt the natural reading flow, make the au-
dience lose concentration and obscure the subtitle message
(Perego et al., 2010).

Good subtitle segmentation involves making each subtitle
constitute a complete linguistic unit, according to the main
rules of syntax and semantics. In traditional subtitling, the
concept of the “highest syntactic node” (Karamitroglou,
1998) is widely employed, establishing that each subtitle
line should contain the highest possible level of syntactic
information.

The guidelines governing segmentation quality involve the
following most relevant criteria (AENOR, 2012; Diaz-
Cintas and Remael, 2007):

e Take advantage of silences, grammatical pauses and
punctuation signs.

e Do not divide noun-, verb- or prepositional-phrases.
e Do not split compound verb forms, and words.

e In subtitles consisting of two sentences, place each
sentence in one line. If compound sentences do not
fit into one line, use a line per proposition. Write con-
junctions and nexus in the bottom line. If simple sen-
tences require division, put the subject in the top line
and the predicate in the bottom line. With question-
answers, place the question in the top line and the an-
swer in the bottom line, unless information is exposed
too soon this way.

To date, most of the automatic subtitling solutions have not
been able to discriminate the natural pauses, syntactic and
semantic information relevant for quality segmentation and,
thus, automatic segmentation in stenotyping, respeaking or
audio transcription applications is mainly performed con-
sidering only the maximum number of characters allowed
per line or through manual intervention. Machine learn-
ing has only recently started to be applied for automatic
segmentation. The first reference in the field (Alvarez et
al., 2014) focused in the development of Support Vector
Machines (SVM) and Logistic Regression (LR) classifiers
to automatically segment subtitle text considering the good
practices of traditional subtitling.

3. Technical approach

With the aim of improving the results in (Alvarez et al.,
2014), a new classification approach was developed in this
study. Given that subtitle segmentation can be treated as a
text labeling problem, in which each of the words in subti-
tles carries a specific function, Conditional Random Fields
(CRFs) were used as the main machine learning algorithm
for the automatic segmentation task. CRFs are often em-
ployed for labeling and parsing sequential natural language
text (Lafferty et al., 2001) and unlike other classifiers, such
as SVM or LR, CRFs consider the surrounding observa-
tions to predict the current label. This is an important fea-
ture, since predicting the optimal segmentation point de-
pends not only on the current word, but also on the sur-
rounding context.
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The feature vectors, which describe the information related
to each word during classification, were composed by the
following characteristics: (1) the current an the surround-
ing 2 words, (2) the Part-Of-Speech (POS) information of
the current and the surrounding 2 words, (3) the amount of
characters per line and subtitle, (4) speaker change infor-
mation, and (5) the time differences between the current,
previous and next words.

The CRFs were trained and evaluated with the CRFSuite
software (Naoaki Okazaki, 2007), and the POS information
was extracted using the ixa-pipe-pos toolkit (Agerri et al.,
2014).

4. Corpus characteristics

The corpus was composed by 23 episodes of the Spanish
”Mi Querido Klikowsky” TV series, containing 1,150 min-
utes and a total amount of 20,154 subtitles, 90% of which
was used to train the CRF model, and the rest was kept for
testing purposes. The subtitle files, provided in SRT format,
were created manually by professionals, and their segmen-
tation was performed following specific predefined rules to
keep linguistic and syntactic coherence. The contents in-
clude many segments with spontaneous speech, grammati-
cally incorrect sentences, and some words and expressions
pronounced in several Spanish dialects, such as Argentinian
and Andalusian. Because of this, the POS tagger made
more mistakes than desired.

The corpus described above (EiTB_Subt_Corp) will be
made available to the research community through the
META-SHARE repository' under the Creative Commons
Attribution-NonCommercial-ShareAlike (CC-BY-NC-SA)
license.

5. Evaluation methodology

In order to analyze the impact of the proposed CRF-based
segmentation approach described in section 3., we have car-
ried out evaluation at three different levels. First, segmen-
tation quality has been measured through objective met-
rics. Second, a post-editing experiment has been conducted
to test whether the application of the developed algorithm
affects productivity. Third, subjective feedback regarding
the post-editing task has been collected measuring the self-
reported effort of post-editors through a Likert scale ques-
tionnaire.

5.1. Quality evaluation
The segmentation quality of subtitles was calculated in
terms of precision, recall and F1-score as follows:

. correct segmentations
Precision =

total number of segmentations

Recall — correct segmentations

total number of correct segmentations

precision X recall
F1 — score =2 x

precision + recall

The test set described in section 4. was segmented using
both, the proposed machine learning algorithm and the

"http://www.meta-share.eu/

technique based in counting characters. Then, the preci-
sion, recall and F1-score achieved with both methods were
compared.

5.2. Productivity evaluation

Whether the developed segmentation approach facilitates
and streamlines the process of generating quality subtitles
was evaluated through a post-editing task.

Nine students of the Subtitling Module included in the
UAB’s METAV? and MTAV? Masters Programs volun-
teered to participate in the test. Eight of them were Trans-
lation and Interpretation graduates, while one had a degree
in Business Administration. In addition to the subtitling
practice acquired through the masters program, several par-
ticipants had further experience: three of them had been
subtitling between one and three years and other four be-
tween one and six months. One participant worked as a
professional subtitler at the time of the experiment and an-
other participant had a six-month post-editing experience.
The post-editing task was arranged as follows. First, the
test set described in section 4. was divided into smaller sets
of 50 subtitles, which were segmented using both, the pro-
posed algorithm and the counting characters method. Then,
each participant was asked to post-edit the segmentation of
two of these sets, each of which had been segmented us-
ing one of the two techniques under evaluation. In order
not to influence the post-editing task, the evaluation sets
assigned to each post-editor contained different subtitles.
Subtitling Workshop* and the Toggl® tools were employed
as subtitling and time tracking softwares, respectively. Af-
ter finishing the task, participants generated a Toggl report
including the time required to complete it.

5.3. Self-reported effort

In order to gather additional subjective information regard-
ing the post-editing experience of the volunteers, they were
asked to rate:

o the self-reported effort expended post-editing each of
the subtitle sets on a 1 to 5 scale (1 being the lowest
and 5 the highest)

o their level of agreement/disagreement on a 1 to 5 scale
(1 being “strongly disagree” and 5 being ’strongly
agree”) with the statements shown in Table 2.

6. Results
6.1. Quality evaluation

Table 1 shows results of the quality evaluation. As it can
be seen, results achieved by the CRF model outperform
those of the counting character technique. With the ma-
chine learning method, 85.08% of the retrieved cuts are
correct and 80.30% of the correct cuts that should be re-
trieved are generated. Such results go down to 22.08% and
15.43% in the case of the counting character segmentation
technique.

Zhttp://metav.uab.cat
*http://pagines.uab.cat/mtav
“http://subworkshop.sourceforge.net/
>http://toggl.com
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] Algorithm \ Precision \ Recall \ F1-score ‘
Counting Characters | 22.08% | 15.43% | 18.17%
CRF model 85.08% | 80.30% | 82.62%

Table 1: Quality evaluation results
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Figure 1: Productivity evaluation results in minutes

6.2. Productivity evaluation

The time in minutes required by each participant to post-
edit the subtitle files is presented in Figure 1 for both
segmentation methods. This time only includes the post-
edition task; that is, the time needed to automatically seg-
ment the subtitles was not considered. The participants are
ordered considering their previous subtitling experience; P1
being the most experienced post-editor, and P9 the partici-
pant with less experience.

As it can be appreciated, all participants needed more time
to post-edit a subtitle in the test set segmented with the
counting characters technique. Participants needed 14.2
minutes on average to post-edit a subtitle file segmented
with the CRF-model, whilst it took them 63.7 minutes to
post-edit the subtitles splitted with the counting characters
method. In other words, participants needed 49 minutes
more to post-edit the same number of subtitles (50) seg-
mented with the counting characters method.
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Figure 2: Productivity results in minutes per subtitles (mps)

With the aim of comparing the average time needed per
each of participants to post-edit a subtitle in the two sets
segmented with the methods under evaluation, the time

measured in minutes per subtitle (mps) was computed and
presented in Figure 2. On average, it took them 0.3 minutes
to post-edit a subtitle segmented with the CRF-model and
0.88 minutes to post-edit a subtitle segmented with the
counting characters method, which is 3 times longer over-
all. Thus, the presented machine learning algorithm allows
post-editing segmentation faster, increasing productivity,
and making the post-editing task more pleasurable.

6.3. Self-reported effort

Figure 3 shows the self-reported effort results of post-
editing the segmentation of the two subtitle sets processed
with the methods under evaluation, in a 1 to 5 scale (1 being
the lowest and 5 the highest).

Self-reported effort

M CRF-model

M Characters

P1 P2 P3 pa P5 P& P7 P8 P9
Post-editors

Figure 3: Self-reported post-editing effort results

As it can be seen, there is a clear difference between the
self-reported post-editing effort of the two subtitle sets.
That segmented using the machine learning algorithm
received scores of 1 or 2, with an average of 1.66. On the
other hand, the subtitle set segmented using the counting
character technique was assessed with scores of 4 or 5,
and 4.66 in average. Thus, according to the participants’
assessment, post-editing subtitles segmented with the
method based in counting characters took them more
effort.

Participants also gave their opinion regarding the state-
ments shown in Table 2, in a 1 to 5 scale (1 being ”strongly
disagree” and 5 being ’strongly agree”). From the gathered
results, it can be observed that in general most participants
found it more enjoyable to post-edit subtitles automatically
segmented by the machine learning algorithm, scoring its
related statements higher. In particular, participants found
it easier and less boring to post-edit, respect and use the
guidelines of good segmentation with the machine learning
algorithm on average. In addition, segmentations produced
by such algorithm were perceived to be of better quality.
And the resulting post-edited subtitles were also thought to
be better segmented.

7. Conclusions and Future Work

This work has measured the impact of using a machine
learning algorithm to automatically segment intralingual
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Statement

Counting characters Machine learning

I found it difficult to post-edit subtitle segmentation 3.88 1.44
I have been able to respect and use the guidelines of good segmentation 3.66 4.55
I found it boring to post-edit this subtitle file 3 2
Subtitles in this file were well segmented before being post-edited 1.11 3.22
I managed to achieve subtitles with good segmentation quality after
o . 3.55 433
post-editing this file

Table 2: Average subjective assessment results

subtitles in terms of quality, productivity and self-reported
post-editing effort. Quality has been evaluated objectively
through precision, recall and Fl-score metrics; a post-
editing task has been carried out to obtain objective mea-
sures of productivity; and the self-reported effort has been
assessed subjectively through a ranking questionnaire. All
evaluations have been performed through comparison with
the main technique employed for automatic subtitle seg-
mentation nowadays, which is based in counting characters.
The quality achieved by the proposed CRF-based classifier
has been shown to outperform that of the counting charac-
ter technique by far. Post-editing productivity has shown to
increase up to three times and the self-reported effort of the
post-editing task to decrease three points. In addition, post-
editors have found subtitle segmentations generated by the
machine learning method to be of better quality, easier and
less boring to post-edit respecting the guidelines of good
segmentation and their post-edited versions thought to be
better segmented. These successful results show the poten-
tial of machine learning to model the segmentation rules
employed in traditional subtitling from a relatively small
corpus of already segmented subtitles.

Future work should involve testing the proposed auto-
matic segmentation approach more extensively on bigger
datasets, different languages and speech recognition output.
In addition, new classification methods should be tested for
the automatic segmentation task. Among others, Recurrent
Neural Networks (RNNs) have been proven to be useful for
sequence labeling due to their explotable properties, includ-
ing that they can make use of the past and future contextual
information, and that they are robust to possible local dis-
torsions of the input features (Graves, 2012). Finally, more
parameters like stop words, syntactic functions or grammat-
ical relations could be explored in order to check their im-
pact on this task. The authors encourage researchers to look
into these and other challenges, exploiting the released cor-
pus of quality segmented subtitles as necessary.
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