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Abstract

We introduce a new member of the family of Prague dependency treebanks. The Czech Legal Text Treebank 1.0 is a morphologically
and syntactically annotated corpus of 1,128 sentences. The treebank contains texts from the legal domain, namely the documents from
the Collection of Laws of the Czech Republic. Legal texts differ from other domains in several language phenomena influenced by
rather high frequency of very long sentences. A manual annotation of such sentences presents a new challenge. We describe a strategy
and tools for this task. The resulting treebank can be explored in various ways. It can be downloaded from the LINDAT/CLARIN
repository and viewed locally using the TrEd editor or it can be accessed on-line using the KonText and TreeQuery tools.
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1. Introduction
In our work, we develop approaches and systems for de-
tecting semantic relations from unstructured texts. We see
this task as one of the most important component for search
engines which could become more sophisticated and user-
friendly for querying textual documents.
We developed the RExtractor1 system for detecting seman-
tic relations from unstructured texts (Krı́ž et al., 2014; Krı́ž
and Hladká, 2015). The system extracts a knowledge base
from raw unstructured texts. The knowledge base is a set
of entities and their relations represented in an ontological
framework.
The RExtractor system implements an extraction pipeline
which processes input texts by linguistically-aware tools
and extracts entities and relations using queries over de-
pendency trees. The language used for testing RExtractor
is Czech and the legal domain was chosen to be explored in
detail.
We have surveyed available syntactically annotated cor-
pora. Only a very few contain some texts from the legal
domain - e.g., some of the smaller corpora from the Uni-
versal Dependencies set.2

A syntactic parsing used in the RExtractor pipeline is of a
crucial importance for the extraction. Because of lack of
any Czech gold legal-domain data, we have used the MST
parser (McDonald et al., 2005) trained on the Prague De-
pendency Treebank (PDT, (Bejček et al., 2013)), i.e., on
newspaper texts. We thus had to create a gold data set from
the legal domain, in order to get at least a rough idea about
the performance of the parser on a domain that is different
from the domain of the parser’s original training data; this
has resulted in the Czech Legal Text Treebank (CLTT). In
total, 1,128 sentences from the Collection of Laws of the
Czech Republic were annotated morphologically and syn-
tactically in accordance with the Prague Dependency Tree-

1The system is available on-line:
http://quest.ms.mff.cuni.cz:14280/

2http://universaldependencies.org/; 7 out of
the 35 treebanks contain part described as belonging to the legal
domain, and neither English nor Czech is among them.

bank annotation framework.
In addition, we have manually annotated entities and their
relations in CLTT in order to evaluate RExtractor as a
whole. We measured the RExtractor performance on a part
of CLTT, namely on 762 sentences. The system achieved
precision of 80.6% and recall of 63.2%. We identified three
sources of errors: (i) incorrect dependency tree (59.7%), (ii)
missing or incorrectly formulated query (38.3%), (iii) miss-
ing or incorrectly recognized entity (2.1%). We can see that
errors are mainly caused by the insufficient quality of syn-
tactic parsing. It confirms crucial importance of improving
the quality of the RExtractor parsing component by using
in-domain data (i.e., CLTT) for training (and cross-validate
it on the same domain).
The remainder of this paper is organized as follows. Sec-
tion 2. presents a brief description of CLTT. We focus
on studying and comparing various language phenomena
present in CLTT and PDT in Section 3. Details on CLTT,
namely on the annotation layers and the annotation process
are provided in Section 4. Finally, Section 5. provides in-
formation about accessing and getting CLTT and Section 6.
presents our plans for future work.

2. Czech Legal Text Treebank 1.0
The CLTT 1.0 consists of 35,058 tokens in 1,128 morpho-
logically and syntactically annotated sentences.

2.1. Text Sources
The CLTT contains two legal documents: (1) The Account-
ing Act (563/1991 Coll., as amended) and (2) Decree on
Double-entry Accounting for undertakers (500/2002 Coll.,
as amended). The selection was motivated by the goals de-
termined in the Intelligent Library3 project (Nečaský et al.,
2013).

2.2. Annotation Layers
Dependency parsing of Czech legal texts fits the framework
originally formulated in the Prague Dependency Treebank

3http://ufal.mff.cuni.cz/intlib
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Figure 1: The dependency tree for Example 1.

project. The annotation of CLTT covers both the morpho-
logical4 (m-layer) and analytical5 (a-layer) layer. In addi-
tion, there is a non-annotation word layer (w-layer) repre-
senting a raw text segmented into documents, paragraphs,
and tokens. A node of a tree expressing analytical annota-
tion of a sentence is called the a-node.
The CLTT consists of 1,128 manually annotated depen-
dency trees where each node corresponds to one token. The
morphological annotation of each token was done automat-
ically.6 For illustration, consider Example 1 and its depen-
dency tree visualized in Figure 1 where each a-node is ac-
companied by a morphological tag and an analytical func-
tion.
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(7) Accounting units prepare a financial statement in ac-
cordance with §18 par. 3 of the Law in its full extent or in
its simplified extent.

2.3. Data Format
We used the Prague Markup Language (PML, Pajas and Štěpánek
(2006)) as a main data format. The PML is a generic XML-based
data format designed for the representation of the rich linguistic
annotation of text. Each of the annotation layers is represented by
a single PML instance.

3. Studying CLTT
A legal text is something very different from ordinary speech.
This is especially true of authoritative legal texts: those that cre-

4http://ufal.mff.cuni.cz/pdt2.0/doc/
manuals/en/m-layer/html/index.html

5http://ufal.mff.cuni.cz/pdt2.0/doc/
manuals/en/a-layer/html/index.html

6http://hdl.handle.net/11858/
00-097C-0000-0001-48FE-9

ate, modify, or terminate the rights and obligations of individuals
or institutions. Lawyers often refer to them as operative or dispos-
itive. Legal texts are specialized texts operating in legal settings.
They should transmit legal norms to their recipients, therefore,
they should be clear, explicit and precise. However, the style of
legal texts is generally considered very difficult to read and under-
stand.7

According to the theory of functional styles (as developed for
Czech by the Prague School, primarily in Havránek’s work
(Havránek, 1932) and elaborated by many Czech scholars up
to today, e.g., (Kořenský, 1989; Jelı́nek, 1995; Minářová et al.,
2003)), the function of the utterance in communication is empha-
sized. This functional approach is based on goal-oriented lan-
guage means and distinguishes several functional styles such as
professional style, poetic style, colloquial style, etc. We are aware
of the fact that the classification of the individual functional styles
is a very complicated problem as mentioned e.g., in (Tiersma,
1999) or in (Gibbons, 2008).
However, having in mind the theoretical concepts of Czech
functionally-oriented linguistics and general characteristics of the
individual styles we tend to classify legal texts as texts belong-
ing to the administrative-legal style (according to (Jelı́nek, 1996))
which is now earmarked as a unique functional style, standing
next to other styles, such as professional, journalistic, literary or
scientific. However, due to their specific function legal texts in
many ways overlap with the professional style. Legal texts include
very specific features related not only to vocabulary and syntax
but also to various conventions and punctuation use. For example,
impersonal style of legal texts understandably excludes the use of
question marks and exclamation marks. On the other hand, we
observe an extremely high usage of semicolon for purposes like
enumeration, itemization and various types of listings.
For our purposes, the most important feature of legal texts is that
they have a very specific syntactic structure with many peculiar-
ities. We often encounter e.g., passive voice structures, imper-
sonal constructions, non-finite and verbless clauses and conjunc-
tive groups. Simple sentences are very rare. Typically, sentences
are long and very complex. Punctuation plays a crucial role be-
cause legal texts usually include very complicated syntactic pat-

7http://www.languageandlaw.org/LEGALTEXT.
HTM
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CORPUS # OF WORDS # OF SENTENCES ASL
CNC 2,685,127,310 178,499,972 15.0
PDT 3.0 1,957,247 115,844 16.9
CLTT 1.0 35,085 1,128 31.0

Table 1: Average sentence length (ASL) of the Czech Na-
tional Corpus (CNC, (Hnátková et al., 2014)), the Prague
Dependency Treebank (PDT 3.0, (Bejček et al., 2013)), and
the Czech Legal Text Treebank.

terns or long lists separated by semicolons.
The complexity of sentences present in CLTT is obvious even
from such a simple measure like the average sentence length when
compared to selected Czech corpora, see Table 1.
Despite the fact the legal texts should be clear, comprehensible
and explicit we found them sometimes difficult to understand and
annotate, because of high usage of syntactic condensation and un-
usual language patterns, significant tendency to prefer abstract ex-
pressions, nominalizations, chains of genitive expressions etc.
Table 2 documents a comparison of some selected language means
as used in the CLTT corpus and the PDT 3.0 corpus (Mikulová et
al., 2013). The PDT 3.0 corpus is a corpus of journalistic style and
contains also genres annotation, see Table 3. The genres classifi-
cation was originally created for the Prague Discourse Treebank
1.0 (Poláková et al., 2013) aiming to observe how the discourse
relations function in different types (in the genre sense) of lan-
guage (Poláková et al., 2014). In order to get a detailed picture,
Table 2 includes all 19 genre categories (see the GENRE column)
as classified in PDT 3.0 even though CLTT does not have gen-
res classification at its disposal and it is considered to belong to a
homogeneous “legal” genre.
Table 2 shows that legal texts are about 4.5 times “richer” in using
a reflexive passive constructions while the use of periphrastic pas-
sive slightly prevails averaged across all genres in PDT – see the
columns (1) and (2). The next columns (3), (4) and (5) document
the expected dominance of chaining constructions with four, three
and two genitives, respectively, in legal texts. The biggest dif-
ference (percentage ratio) is observed in constructions with two
genitives; the CLTT legal texts use noun phrases with (at least)
two genitives about 4.4 times more often than the PDT texts on
average, with the ratio ranging from 3.06 (news) to more than 10
(interviews – not surprisingly, people do not use these genitive
chains much when speaking).8

Our comparison did not confirm our assumption of a frequent use
of the construction with deverbative nouns ending on –nı́, -tı́ with
genitive – see the column (6). Such a construction does not appear
neither in the CLTT nor in the PDT texts very often. Surprisingly
enough, we observe that the constructions with apposition occur
slightly more often (1.14 times) in the PDT texts – see the col-
umn (7). On the other hand, the CLTT legal texts contain more
constructions with ellipses (column (8)); they are about 1.8 times
more frequent in CLTT than in PDT, which in fact goes against
the explicitness requirement assumed in legal texts.
Finally, the statistics for both parenthetical constructions (column
(9)), which appear about 2.6 times more often in legal texts, and
constructions with numbers (column (10)), which occur about 4.3
times more often in CLTT, confirm the expected complex structure
of legal texts.
The statistical comparison of administrative-legal texts in CLTT
and the journalistic texts in PDT captured in Table 2 with regard to
selected language phenomena relevant for the description of style
and genre indicates and mostly confirms the expected complexity

8Disregarding broadcast programs and weather.

GENRE DESCRIPTION

advice advice column, interpretation, instructions
caption descriptions of pictures, graphs, tables
collection collection of various texts in one document
comment commentary on an actual topic (short)
description description of a product, company, services
essay larger report or comment (longer)
invitation to concerts, exhibitions, etc.
letter letters (from readers)
news current news report
other genre is uncertain - especially in isolated sen-

tences
overview list of currency rates etc.
interview interview with a person, multiple topics
plot description of a plot (film, TV program)
program (cultural) program of TV, radio, exhibitions
review critical review (books, films, exhibitions, con-

certs, theatre)
sport sports news, results
survey survey and its results
topic topical interview, ”actual conversation”
weather weather forecast

Table 3: Genre categories annotated in the PDT 3.0 corpus,
from (Mikulová et al., 2013).

of legal text’s sentence structure as reflected in its syntactic anno-
tation. Therefore we believe our RExtractor system will be a huge
help for the annotation of this kind of complex data.

4. Annotation of CLTT
With respect to the complexity of legal text sentences, we formu-
lated an annotation scenario to make the process of arriving at a
manually checked and corrected annotation of CLTT as simple
and painless as possible, by using the following steps:

1. Tokenization and sentence segmentation

2. Complex sentence segmentation

3. Re-tokenization

4. Parsing CLTT using an automatic dependency parser

5. Manual correction of the parser output

We decided to apply this strategy for the following two reasons:

• accuracy of automatic parsers is better on shorter sentences

• annotators would check less nodes which makes annotation
more comfortable and less erroneous.

4.1. Tokenization and Sentence Segmentation
Tokenization is the process of separating a text into meaningful
units (tokens). Sentence segmentation is the process of separat-
ing a text into sentences, i.e. identifying sentence boundaries. We
processed the CLTT texts by the standard tokenization and sen-
tence segmentation procedures implemented in the Treex frame-
work (Popel and Žabokrtský, 2010).

4.2. Complex Sentence Segmentation
We proposed an automatic procedure which splits long sentences.
A long sentence is a sentence containing at least two segments. A
segment is a part of a sentence between two numbering markers.
It might not be a complete sentence nor even a complete clause.
However, its manual annotation becomes more annotator friendly.

2389



CORPUS LANGUAGE MEANS

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
CLTT 1.0 27.66% 11.08% 0.71% 6.29% 41.67% 0.71% 6.29% 44.68% 20.92% 78.19%
PDT 3.0 5.03% 17.30% 0.25% 1.75% 9.56% 0.01% 7.16% 25.61% 8.09% 18.08%
GENRE

advice 6.62% 19.13% 0.07% 0.60% 5.23% 0.07% 7.08% 23.36% 6.15% 15.02%
caption 2.76% 4.73% 0.39% 2.76% 9.86% 0.00% 7.89% 56.02% 11.64% 11.83%
collection 2.89% 12.96% 0.46% 2.52% 10.72% 0.00% 7.05% 32.89% 8.06% 27.58%
comment 6.18% 20.76% 0.16% 1.75% 10.05% 0.00% 7.43% 22.67% 7.21% 10.65%
description 6.06% 14.44% 0.25% 1.28% 10.85% 0.00% 7.66% 22.60% 6.98% 22.48%
essay 5.73% 17.47% 0.16% 1.02% 7.60% 0.01% 7.80% 23.76% 7.33% 9.97%
interview 4.35% 25.36% 0.20% 0.68% 4.15% 0.00% 5.44% 19.92% 4.01% 4.35%
invitation 4.76% 12.56% 0.37% 3.29% 12.32% 0.00% 10.37% 28.78% 12.80% 23.05%
letter 6.45% 23.04% 0.00% 3.00% 7.60% 0.00% 7.14% 30.18% 13.36% 16.13%
news 4.88% 19.68% 0.40% 2.74% 13.61% 0.01% 5.34% 20.77% 7.56% 18.74%
other 4.81% 14.09% 0.00% 0.86% 5.07% 0.00% 7.82% 32.22% 6.70% 16.32%
overview 3.32% 9.35% 0.30% 1.51% 5.43% 0.00% 14.18% 42.68% 11.01% 51.28%
plot 3.00% 6.00% 1.00% 4.00% 8.00% 0.00% 10.00% 45.00% 19.00% 22.00%
program 1.05% 3.35% 0.00% 1.05% 3.35% 0.00% 10.06% 81.55% 11.53% 82.39%
review 3.30% 9.73% 0.26% 2.19% 9.91% 0.00% 12.39% 33.53% 13.04% 11.19%
sport 4.00% 16.40% 0.16% 1.07% 6.32% 0.04% 6.81% 31.00% 11.61% 24.95%
survey 5.48% 15.93% 0.26% 1.83% 7.31% 0.26% 13.05% 38.38% 10.18% 30.55%
topic 6.75% 23.54% 0.08% 0.88% 5.06% 0.00% 5.67% 16.72% 4.29% 5.44%
weather 0.88% 3.54% 0.00% 0.00% 0.00% 0.00% 13.27% 80.53% 1.77% 69.03%

Table 2: The corpora CLTT 1.0 and PDT 3.0 and the following language means: (1) reflexive passive, (2) periphrastic pas-
sive, (3) chains of four genitive expressions, (4) chains of three genitive expressions, (5) chains of two genitive expressions,
(6) construction with deverbative noun ending on –nı́, -tı́ with genitive, (7) apposition, (8) ellipsis, (9) parenthesis, (10)
numbers. The figures represent the proportion of a-nodes of a given language mean in a particular corpus. For example,
41.67% of the CLTT a-nodes (38,085 in total) are the heads of genitive phrases, like shromažďovánı́ záznamů (lit. gathering
records). The proportion of such cases in PDT 3.0 (containing 1,957,247 a-nodes in total) is significantly lower, 9.56%.
Out of all genres present in PDT 3.0, the news contain the highest number of genitive phrases, 13.61%.

ORIG LONG SENTENCE COMPL

s1 (1) Complex sentence: s1n1

a) first subsection, s1n2

b) second subsection, s1n3m1

1. paragraph, s1n3m2

2. paragraph, s1n3m3

c) third subsection. s1n4

s2 (2) Simple sentence. s2

Table 4: Original vs. complex sentence segmentation.

Table 4 illustrates the difference between the original (ORIG) and
complex (COMPL) sentence segmentation.
Out of 1,128 sentences in CLTT, 101 sentences were identified
as long sentences and we segmented them into 536 segments.
The average sentence length of the non-segmented sentences (i.e.,
1,027 sentences) is 25 tokens, while the long (i.e., segmented) sen-
tences contain 91 tokens in average (17 sentences per segment).
The longest sentence containing 491 tokens was split into 24 seg-
ments, the longest one contains 142 tokens.

4.3. Re-tokenization
We designed re-tokenization as a process of merging tokens. The
standard tokenization splits all numbering types, e.g., it splits the
string (a) into three tokens ( and a and ) that make the annotation
more confused. We proposed a rule-based procedure for merging

originally split numbering tokens back to one token. For illustra-
tion, see the node with the form (7) in Figure 1.
We handled references that refer either to other parts of the doc-
ument or to a different document in the same way as numbering
types. For illustration, see the node with the form §18 odst. 3
zákona in the tree displayed in Figure 1 for Example 1.

4.4. Parsing CLTT and Manual Correction
Both segments and non-segmented sentences were processed by
the automatic parser (McDonald et al., 2005). Subsequently, the
annotator processed the parser output:

• she checked both the tree structure and the analytical func-
tion assignment;

• she added inter-segment links for the nodes having their
heads in a different segment – see the dotted arrows in Fig-
ure 2. This figure displays the dependency tree of the sen-
tence segmented into four segments. According to the anno-
tation guidelines, this sentence should be annotated as coor-
dination of three predicates (i.e., executes, transfers, fulfills)
where the comma in the segment s1n3 is its head.

5. Publishing CLTT
There are various ways of accessing the Czech Legal Text Tree-
bank 1.0 which we have created in the course of the work de-
scribed herein.
First, it can be downloaded from the LINDAT/CLARIN reposi-
tory:
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Figure 2: Illustration of merging segment annotations

http://hdl.handle.net/11234/1-1516

In addition, there are various tools for browsing and querying the
treebank either locally or on-line - the TrEd graphical editor, the
KonText KWIC search tool and PML TreeQuery, as described be-
low.

5.1. TrEd editor
The users can view the (downloaded) treebank in the TrEd editor9

that we used during the manual annotation. It is a fully customized
and programmable graphical editor and viewer for tree-like struc-
tures. Among other projects, it was used as the main annotation
tool for annotations in the Prague Dependency Treebank.
We implemented a new TrEd extension called INTLIB Annotation.
This extension can be installed directly in TrEd using Setup →
Manage Extensions→ Get New Extensions. It offers several new
features:

• running new macros for more comfortable annotation

• tracking changes in a tree structure and in a-node attributes
made by annotators

• making inter-segment links

5.2. KonText
KonText10 is a web application for querying corpora on-line
within the LINDAT/CLARIN project. The users can evaluate
simple and complex queries, display their results as concordance
lines, compute frequency distribution, calculate association mea-
sures for collocations and do further work with the data.

5.3. Tree Query
Tree Query11 is a powerful open-source search tool for all kinds
of linguistically annotated treebanks available on-line within the
LINDAT/CLARIN project. The users can evaluate complex tree
queries and display their results graphically highlighted in the de-
pendency trees. Tree Query can also be used from within the TrEd
editor.

6. Future Work
We consider to include the Czech Legal Text Treebank within the
Universal Dependencies framework (Nivre et al., 2016), but we

9http://ufal.mff.cuni.cz/tred/
10https://lindat.mff.cuni.cz/services/

kontext
11https://lindat.mff.cuni.cz/services/

pmltq

Figure 3: The occurrences of genitive expressions in CLTT
presented as concordances in the KonText on-line service.

do not plan to enlarge it at this time. Instead, we will focus on ex-
perimenting with various parsers in order to improve both perfor-
mance of legal text parsing and, most importantly, the RExtractor
performance.

7. Conclusions
We introduced a new member of the family of Prague dependency
treebanks. The Czech Legal Text Treebank 1.0 is a morphologi-
cally and syntactically annotated corpus of 1,128 sentences. The
treebank contains texts from the legal domain, namely the docu-
ments from the Collection of Laws of the Czech Republic. The
treebank presents a unique and interesting language resource.
Legal texts differ from other domains in several language phe-
nomena. We compared the treebank with the largest annotated
corpus available for Czech, namely the Prague Dependency Tree-
bank containing mostly newspaper texts. Sentences in legal texts
are typically long and very complex and it makes both their man-
ual annotation and parsing more difficult. We have described our
strategy for handling long sentences by segmenting them and re-
combining them back after parsing.
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Goldberg, Jan Hajič, Christopher Manning, Ryan McDonald,
Slav Petrov, Sampo Pyysalo, Natalia Silveira, Reut Tsarfaty,
and Daniel Zeman. 2016. Universal dependencies v1: A mul-
tilingual treebank collection. In Proceedings of the 10th In-
ternational Conference on Language Resources and Evalua-
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