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Abstract
The term smart home refers to a living environment that by its connected sensors and actuators is capable of providing intelligent and
contextualised support to its user. This may result in automated behaviors that blends into the user’s daily life. However, currently most
smart homes do not provide such intelligent support. A first step towards such intelligent capabilities lies in learning automation rules
by observing the user’s behavior. We present a new type of corpus for learning such rules from user behavior as observed from the
events in a smart homes sensor and actuator network. The data contains information about intended tasks by the users and synchronized
events from this network. It is derived from interactions of 59 users with the smart home in order to solve five tasks. The corpus
contains recordings of more than 40 different types of data streams and has been segmented and pre-processed to increase signal quality.
Overall, the data shows a high noise level on specific data types that can be filtered out by a simple smoothing approach. The resulting
data provides insights into event patterns resulting from task specific user behavior and thus constitutes a basis for machine learning

approaches to learn automation rules.
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1. Introduction

In a recent literature review, Mennicken et al. (2014) ex-
amine the current scientific attempts of realizing the con-
cept of a smart home. They name the collaboration of en-
vironment and user — or shared autonomy — as one of the
promising challenges in the field. A system that suggests
automatic behaviors for the user is therefore suggested as
a possible solution to accomplish satisfying home automa-
tion routines.

Consequently, a smart environment has to be able to offer
users a set of functionalities based on their behavior. Ur
et al. (2014) thereby revealed in a study that the function-
alities can be enabled on the basis of simple trigger-action
rules in more than 60% of the cases. In order to compute
these kind of rules, many existing approaches apply tech-
niques that learn user behavior. Aztiria et al. (2008), for ex-
ample, use machine learning techniques are combined with
a speech recognition system that allows for verbal program-
ming of the environment. Such a system however still needs
manual confirmations or adjustments to control devices like
roll-shutters or light systems. Only a few approaches, like
MavHome (Cook et al., 2003), are able to skip program-
ming routines and learn the rules unsupervised instead. In
an intelligent room, residents are observed and the system
tries to predict user behavior.

We also claim that it is feasible to learn a certain set of
rules, e.g. lowering temperatures if the window is open,
solely from the observation of user behaviors. Those rules
can then be assembled in a system that is aimed to support
inhabitants of a smart home for example by suggesting a
certain configuration preset to the user. In contrast to exist-
ing home automation technology, such a system is able to
infer more general rules than remembering the status of a
single device at a certain time, e.g. turn on the coffee ma-
chine at six o’clock. Instead, it provides the capability to
relate multiple devices with a user preference.

In order to obtain such preferential rules, a data-set of user
actions that lead to a given preferred configuration is nec-

essary. Such a data-set can then be employed to train an
algorithm that learns the appropriate relations. Unlike in
other fields of machine learning, e.g. speech understanding
or face detection there are no appropriate data-sets avail-
able to public use as far as we know. We therefore present
a new kind of corpus that is explicitly designed to suit the
requirements of learning ambient configurations from user
behavior.

In this paper, we describe the characteristics and extent of
the obtained corpus in greater detail. Section 2. elucidates
on the experimental set-up in which the raw data has been
recorded. More information on the corpus content is pro-
vided by Section 3.. A preliminary analysis that consists
of a segmentation and a transformation step is presented in
Section 4.. This Section also gives insights into first find-
ings by comparing successful and non-successful segments.
Gained results are then briefly discussed in Section 5. and
the paper concludes in Section 6. with a short summary.

2. Experimental Set-up

In order to obtain reasonable data from situations that can
be found in real-world scenarios, the presented corpus has
been recorded in the cognitive service robotics apartment
(CSRA)!. This smart environment consists of a fully oper-
ational kitchen, living room, and bathroom, equipped with a
set of standard furniture (cf. Figure 1). In addition to stan-
dard home automation hardware like thermostats or motion
sensors, more sophisticated devices, such as microphones,
cameras, and even a mobile robot, are installed in the apart-
ment. Consequently, the CSRA qualifies as the ideal sur-
roundings for recording this data-set because it (a) offers a
several opportunities for user manipulation and (b) allows
for the acquisition of detailed information about the execu-
tion of these actions.

'nttp://cit-ec.de/en/content/cognitive-
service-robotics—-apartment-ambient-host
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Figure 1: Overview shot of the cognitive service robotics
apartment. In the foreground, a study participant is open-
ing one of the living room’s windows. In the background,
there are the hallway and kitchen area. On the central wall
in front of our mobile robot there is the control panel for
manipulation of the temperature and radio.

2.1. Participants

In total, N=59 subjects participated in the study and were
recorded successfully. All of them filled in a questionnaire.
There were 30 male and 29 female participants of ages be-
tween 18 and 64. 54% of them (32 participants) are be-
tween the ages of 22 and 27. Almost two thirds (63%, or 37
participants) of our participants indicated that they did not
have any experience in smart home environments or with
programmable appliances.

2.2. Instructions

The investigator and the participant entered the apartment
together. After a short introduction the investigator hands
over a list of tasks to the participant and leaves the room.
We asked them to solve each task on their own. Most par-
ticipants followed exactly our instructions, i.e. they went
through the tasks in the given order (40 runs, 66%). Nev-
ertheless, a large part (up to 21 runs on task 5, 36%) sig-
nificantly deviated from the experimental script resulting in
more complexly structured data (see below, section 4.3.).
The tasks that were given to the participants were:

1. Air the room by adjusting the thermostat and opening
the window.

2. Use the electric kettle in the kitchen and make a tea
while listening to the radio.

3. Close the window and adjust the temperature back to
room temperature.

4. Relax in the living room. Choose a suitable light set-
ting and watch TV after turning off the radio.

5. Leave the room after shutdown of all devices and reg-
ulating the temperature.

While task 1 and 3 contain quite clear instructions, tasks 2
and 5 allow for more variation. The participants were free

to turn on the light in the kitchen or to turn off the radio if
it did not fit their preferences. Task 4 is the most complex
one. While the target temperature is only one value, choos-
ing a light setting depends on four variables (power state,
hue, saturation, value) for every lamp in the room.

2.3. Questionnaire

After each participant left the apartment, they filled in the
questionnaire. Whose results reveal that 54 participants
(92%) want to have at least some supportive automation
in their own homes. However, the vast majority (46, which
corresponds to 78%) wants to remain in control and wants
that each automated process — without exception — should
be cancelable. This shows the urgent need for control,
which entails transparent and manageable interfaces, for
the inhabitants of an intelligent environment.

3. Corpus Content

For data acquisition, we essentially use the same setup as
Holthaus et al. (2016), i.e. all devices inside the apart-
ment communicate via the same middleware (Wienke and
Wrede, 2011). User actions (e.g. the manipulation of a
light switch) and sensory input (e. g. the current tempera-
ture) are thereby recorded to hard-disk together with their
temporal annotations (Moringen et al., 2013). As a result,
our corpus provides timely synchronized information on all
user-triggered events and the resulting configurations inside
the apartment, which is a prerequisite to learn temporal and
causal relationships between them. The resulting files are
convertible between JSON? or XML? format.
Furthermore, videos from four different perspectives have
been recorded for further evaluation. However, note that
due to privacy issues audio and video are not part of the
corpus. Only anonymous sensory data and system events
will be publicly available. The data-set covers more than
250,000 events from all 59 persons solving the five different
tasks inside our ambient living apartment. There are up to
9190 events in a single run. Each run lasts 12 minutes on
average. In total, there are more than 40 different types of
events in the corpus, of which Table 1 gives a few of the
most prominent examples.

The data types from Table 1 can be characterized in more
detail as follows. The window handle sensor gives infor-
mation on the current state of the two windows in the living
room. It can take the values open, tilted, and closed. In
total, there are three different value expressions and two
different streams. The stream publishes as soon as the state
changes, i. e. the angle of a handle is altered by the user.
The reed switch sensor provides an open or closed state for
the two windows in the living room, two cupboards in the
kitchen, and all four doors of the apartment.

The current temperature is measured with a single sensor
in the center of the apartment and is available in degree
Celsius with one decimal place. Furthermore, a desired
temperature can be set at the console in front of the robot

http://www.ecma-international.org/
publications/files/ECMA-ST/ECMA-404.pdf

https://www.w3.org/TR/2008/
REC-xml1-20081126/
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Event

\ # Expressions \ # Streams ‘

Window handle sensor | 3 2
Reed switch 2 8
Target temperature > 100 1
Actual temperature > 100 1
Power consumption > 100 27

Radio 2 1

Lamp (Power state) 2 38
Lamp (Color) > 100 38
Motion ensor 2 16

Table 1: Exemplary excerpt of events from the data-set. For
each type, the number of possible expressions as well as the
number of streams (data sources) is given.

(cf. Figure 1). An event is published if any of the two
change. User modification of the target temperature needs
a button click for each change of 0.1 degrees. Thus, a cor-
rection of two degrees results in a total of 20 events.

A further sensor gives integer information on the current
power consumption in watt at 27 of the power outlets in
our apartment. In the first 17 trials, an event only occurs if
the value changes by at least 23 watts. After these partici-
pants, we changed the resolution of the power consumption
sensors as we realized that the initial resolution was too low
to for example perceive activations of the lamps which have
a demand of five watts. In the remainder, the resolution is
set to one watt so that we are able to register these kind of
changes.

Also at the central console, users can press a button to turn
on the radio (cf. task 2). Accordingly, the data-set contains
information whether the radio is currently playing or silent.
In the apartment, there are 38 light bulbs that can be con-
figured to a preferred color. All configuration changes are
available as events in the data-set, i.e. the current color is
given as three integers for hue, saturation, and value (HSV
color space). In addition, the power state is given as on or
off because the lamps might also be switched by the users.
A rough estimate on user position is given via 16 of the
apartment’s motion sensors. For each of them, an event is
triggered if the state changes from no movement to some
movement or the other way round.

4. Data Analysis

This section is an overview of a first analysis of the corpus.
We describe some characteristics of the data and show that
this corpus is a useful tool to explore relations of behavioral
data.

4.1. Segmentation

We surveyed the 59 runs and segmented all data according
to the five given tasks, resulting in 59 participants times 5
tasks = 295 segments. This was based on manual annota-
tion of the video data. We tried to compose segments with
little noise and the main events of each task. We were look-
ing for moments where we see the participant reading their
instruction paper. It turned out that some of the light switch
and handle sensor events, we see on the video, are not con-
tained in the data. In order to achieve a better overview

of the data, we decided to initially consider only the seven
events listed in Table 2 for a precise analysis. These streams
are robust publishers with no data loss in our study.

Figure 2 shows a boxplot of the duration of the segments
of each tasks. One can recognize the improvement on task
3 in comparison with task 1. Furthermore task 4 is the one
with the highest mean because we did not demand a specific
time they watch TV.
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Figure 2: Box plot of the duration of all five tasks. For each
task, the median is given as a red line. 50% of all durations
are contained within the box, all other data (except outliers)
are bound by the black horizontal dashes.

Stream | Tasks | Binary
Reed switch window 1 1,3 yes
Reed switch window 2 1,3 yes
Reed switch door 5 yes
Radio 2.4 yes
Target Temperature 1,3,5 | no
Power consumption kettle | 2 no
Power consumption TV 4,5 no

Table 2: Selected streams for our data analysis. For each
stream, the relevant task is listed and it is given whether it
contains binary data or not.

4.2. Transformation from Event- to State-Space

As you can see in Table 2 some events do not have binary
data and most events are just publishing on demand (as a
light switch). But it is important to know the current state of
each device (on/off or open/close) to determine the overall
environment configuration. A smart environment can open
a window or turn on the TV but it is not able to correct the
angle of a handle or the power consumption. So a main step
is to quantize those event streams to binary states.

The two types need a different strategy to be transformed
into state space. The binary events from the radio but-
ton (on/off) and the reed switch (open/closed) are taken as
transitions from one state to another. More complicated
is the transformation of processes like power consumption
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Figure 3: Visualization of the data of an exemplary execu-
tion of task 4 by a single user. At around 20 seconds, the
radio is switched from on (red box, bottom) to off. 30 sec-
onds later, the TV is switched on (purple box, top), which
can be deducted from the power consumption of the respec-
tive power outlet (blue line).

changes. Small changes occur continuously in many appli-
ances like the fridge which automatically regulates its tem-
perature. And after implementing a lower threshold, the
number of events increases rapidly. So it is not possible
to interpret every rise and fall as different states. More-
over some streams does not appear until the device turned
on. For the purpose of finding proper transformations, we
analysed a base line of all power consumption sensors and
calculated the mean and the standard deviation from a one
minute record of our apartment without inhabitants. We
interpret a power state as “on” if the current consumption
is above its mean + standard deviation base line. For the
temperature we set the base line to 19 degrees Celsius. A
temperature below 18.5 degrees Celsius is interpreted as a
cool state.

Examples of a visualization of the states can be seen in Fig-
ure 3 for task 4 and in Figure 4 for task 5.

The first third of Figure 4 displays a graph of the current
power consumption of the television. The region where we
classify the power state as ”on” is colored purple. The sec-
ond third does the same for the target temperature configu-
ration. We colored the region blue where we assume a cool
state. Events which only publish a new current temperature
are ignored for this classification. The most bottom third
shows the states of the entrance door. In the data are events
of the installed reed switch that indicates opening or clos-
ing movements. The colored region is the time where the
door is opened.

4.3. Complete vs Incomplete Segments

A first analysis of the event data revealed that some seg-
ments did not contain all of the streams we assume to be
relevant (as can be seen in Table 2). These are no tech-
nical mistakes but resulting from different user behavior,
i.e. users forgot to carry out a subtask. As this can be in-
terpreted as ’erroneous” data, we assigned the label ”com-
plete” to all segments containing all data in all expected

tv power
consumption

target

reed switch door temperature

. . . . L
20 40 60 80 100
Time in seconds

o

Figure 4: Visualization of the data of an exemplary execu-
tion of task 5 by a single user. After switching off the TV
(purple box, top), the participant lowers the desired tem-
perature of the apartment (blue box, central). About 50
seconds later, the front door gets opened (green box, bot-
tom).

streams and “incomplete” to all segments where one or
more expected stream was missing. Thus, variations within
the “complete” segments can be considered as naturally
occurring variants that need to be captured by a learning
model. In general, the variations pertain to small changes
in sequence, e.g. the radio is turned on before (or after) the
user goes to the kitchen. The incomplete segments contain
data from task executions where participants skipped some
tasks, left the room to get some help or tried to solve tasks
in an uncommon way (e.g. starting the TV to turn on a
radio). In this kind of data there are thus additional inter-
actions and events without a corresponding task. Table 3
shows how many segments of the different tasks have been
classified as complete vs incomplete.

The classification is useful to identify some characteristics
in the data. Figure 5 shows all 59 segments of task 5 in
the same style as Figure 4. In all of the 38 segments of
this task that we classified as complete the environment is
in a "television off” and a “temperature cool” state when
the entrance door opens. The 21 runs that are classified as
incomplete can be recognized by missing television or tem-
perature events. This could be a first step to an automation
rule.

Task Complete | Incomplete
1. air room / thermostat 45 14
2. kettle / radio 49 10
3. close window / thermostat | 44 15
4. TV / ambient light 44 15
5. leave rooom 38 21

Table 3: Classification of data-set by the presence of all
streams per task. For each of the five tasks, the number of
complete and incomplete segments is given.
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Figure 5: An overview of all 59 runs of task 5. 38 of those runs can be classified as complete according to the presence of
the three events “turn off the tv”” (purple), “lowering the temperature” (blue) and “open the entrance door” (green)

5. Discussion

A learning approach will need to be based on a prior un-
supervised learning phase where the system learns to as-
sociate events (triggers such as switches) with their effects
(sensory information such as light, temperature or changes
in power consumption). Furthermore, most recordings in-
clude the opening of the entrance door for arriving and for
leaving (46 runs 75%). This raises the question whether
a more structured data representation is possible, e.g. by
combining events such as door opening and motion detec-
tor, in order to distinguish whether a person has left the
room or another person has entered the room. Another big
challenge is the chronological relation between the events.
Some people need less time between two tasks and the cor-
responding controls during one task.

One way to approach this challenge is by the introduction of
(possibly manually encoded) logical or semantic informa-
tion about the data streams. One important characteristic
of some of the events in our corpus is their action charac-
ter. For example, the event “light on” actually refers to an
action the system can carry out, whereas “door open” does
not, as it refers to a sensor information. For this kind of data
one could add the tag “action”. On the other hand, there
are events that refer to sensory information as well as other
state information (e.g. “window open” or “door open”) as
derived from some events. This kind of information can be
interpreted as containing information about (potential) de-
sired end states. All of these types of information can serve
as triggers. For example, the power consumption of a cer-
tain plug or the state “TV on” can trigger an alarm when
it coincides with “apartment empty”, a state that can be de-
rived from certain patterns of movement sensor information
and door opening events.

With this kind of additional information the corpus can be
much easier used to learn different situations like making
tea or watching TV, as well as to learn rules of the form
‘If this trigger then that action to achieve this desired end

state’. Even more, this would allow to apply reasoning on
the learned rules in order to derive new rules. For exam-
ple, the system could have learned that the desired end state
“light” can be achieved by turning on the lights, but also by
opening the blinds. In case one of these actions fails to
achieve the desired end state (e.g. because of a broken light
or because it is dark outside) it could apply the other rule.
Thus, by adding logical or semantic information to our
database learning could be enhanced.

6. Conclusion

We recorded a corpus containing human behavior data as
well as system data while solving every day tasks in a smart
environment. This is to our knowledge the first corpus con-
taining such rich data. This corpus will help to provide
insights into human behavior that are fundamental for de-
veloping interactive learning schemes for smart home en-
vironments. With this corpus we provide a first data-set
allowing to learn relationships between sensor and actuator
data, thus allowing to learn simple rules. Further research
needs to be carried out in order to show if this data contains
sufficient information for predicting the user’s intention or
if additional semantic information about the data streams
are needed. Overall, our corpus shows that at least simple
every day tasks can be observed as specific patterns in the
system’s event data.
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