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Abstract
This paper presents mwetoolkit+sem: an extension of the mwetoolkit that estimates semantic compositionality scores for multiword
expressions (MWEs) based on word embeddings. First, we describe our implementation of vector-space operations working on
distributional vectors. The compositionality score is based on the cosine distance between the MWE vector and the composition
of the vectors of its member words. Our generic system can handle several types of word embeddings and MWE lists, and may
combine individual word representations using several composition techniques. We evaluate our implementation on a dataset of
1042 English noun compounds (Farahmand et al., 2015), comparing different configurations of the underlying word embeddings and
word-composition models. We show that our vector-based scores model non-compositionality better than standard association measures

such as log-likelihood.

Keywords: Lexical semantics, multiword expressions, compositionality, word embeddings.

1. Introduction

Multiword expressions (MWESs) are often defined as word
combinations “whose exact and unambiguous meaning or
connotation cannot be derived directly from the meaning
or connotation of its components” (Choueka, 1988). A
broader definition of MWESs considers that, beyond non-
compositionality, MWESs are word combinations formed by
at least 2 lexemes and that present some lexical, syntactic,
semantic, pragmatic and/or statistical idiosyncrasy (Bald-
win and Kim, 2010). Prototypical examples of MWEs cited
in related work are often idioms such as kick the bucket or
let the cat out of the bag.

With the growing interest in processing MWEs, there is an
increasing need for tools that represent their lexical, syntac-
tic and semantic characteristics. The mwetoolkit (Ramisch,
2015) provides one such language-independent framework
for MWE discovery and identification in corpora. It has
been successfully used for modeling lexical and syntactic
characteristics of MWEs in many languages. It supports
association scores that estimate the degree of conventional-
ity of a candidate MWE based on the individual frequencies
of component words. However, the ability to model one of
the most salient properties of these expressions, that of se-
mantic idiosyncrasy, was so far lacking.

We now introduce mwetoolkit+sem, containing a new set
of capabilities that allow the use of distributional seman-
tic models (DSMs) to estimate the semantic composition-
ality of MWESs. To this end, we have implemented and
tested state-of-the-art techniques for estimating the com-
positionality of multiword combinations given the vector
representations (or embeddings) of their component words.
Our general principle is to combine the individual co-
occurrence vectors of words and compare the result to the
vector representing the co-occurrence pattern of the whole
MWE. If both are close, the MWE is quite compositional,
otherwise it is idiomatic.

In this paper, we compare standard association scores with

the newly implemented models for predicting composi-
tionality scores. We show that association scores capture
conventional/compositional MWEs while compositionality
scores capture idiomaticity. We evaluate mwetoolkit+sem
on an existing dataset of English noun compounds (Farah-
mand et al., 2015) and show that the implemented compo-
sitionality scores correlate well with human judgments.
The developed framework allows treating idiomatic expres-
sions as semantic units and representing compositional ex-
pressions as the combination of individual meanings. This
information can in turn be exploited by NLP systems in
tasks such as machine translation. The framework is freely
available as part of the mwetoolkit!.

This paper is structured as follows: in §2. we briefly discuss
some techniques for meaning identification. In §3. we intro-
duce mwetoolkit+sem and the semantic compositionality
tools available. Their application for noun-compound com-
positionality prediction and the results obtained are pre-
sented in §4. and 5. We finish with conclusions and future
work.

2. Related Work

The term “multiword expression” is often used as a syn-
onym for “idiom”, that is, an expression whose meaning
of the component words is not directly found in the mean-
ing of the whole combination (Choueka, 1988). How-
ever, state-of-the-art methods for automatic MWE discov-
ery tend to use lexical, syntactic and statistical cues, rarely
recurring to meaning (Evert, 2004; Seretan, 2011; Ramisch,
2015).

Meaning composition for MWEs requires accurate mean-
ing representation of single words. To date, many mod-
els have been proposed for representing the lexical seman-
tics of single words. We focus on distributional models,
based on Harris’ distributional hypothesis. DSMs have

"http://mwetoolkit.sf.net
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been around for a while (Landauer and Dumais, 1997).
Howeyver, the recent enthusiasm about neural networks and
word embeddings has made DSMs more accurate and faster
to build using very large corpora. Many tools are nowa-
days available for building word embeddings, like Dissect
(Dinu et al., 2013), minimantics?, word2vec® (Mikolov et
al., 2013) and Glove* (Pennington et al., 2014).

Modeling semantic compositionality in DSMs is a hot topic
in NLP. As word meanings can be represented as vectors,
composition can be effectively modeled through simple op-
erations like vector addition and multiplication (Mitchell
and Lapata, 2010). Some authors have proposed models for
estimating the degree of semantic idiomaticity of MWEs,
focusing on noun compounds. Reddy et al. (2011) suggest
a compositionality measure which is the cosine similarity
between the MWE vector and the sum of the vectors of the
component words. This model was also used by Salehi et
al. (2015), in combination with word translation informa-
tion coming from parallel corpora. Yazdani et al. (2015)
propose and evaluate more sophisticated composition func-
tions, based on linear, non-linear and neural network pro-
jections. The mwetoolkit+sem framework is based on vec-
tor addition and cosine similarity.

3. The mwetoolkit+sem Framework

Given the many state-of-the-art tools available for building
DSMs, we assume that word embeddings are built offline
by one of these dedicated tools. We implemented internal
file readers that enable the automatic detection and reading
of a variety of embedding formats in the toolkit, including:

e Minimantics: maps each target word to a set of context
words. Each target-context pair appears in one line,
along with association scores (frequency, PMI, etc).
Users must explicitly select the score to be used.

e word2vec: each line describes a mapping from a tar-
get word to a real-valued n-dimensional vector, repre-
senting the all the contexts. The first line contains the
number of embeddings and the value of n.

e GloVe: identical to word2vec with no first line header.

File readers see the word embedding files as a list of named
embeddings, each of which associates a target’s word form
(e.g. its lemma) to a mapping between context identifiers
and real values. For fixed-length embeddings, where there
are no clear semantics attached to each dimension, we read
the file as if each of the n values corresponded to artifi-
cial context identifiers [cg, ..., ¢,—1]. On the other hand,
in models such as Minimantics, context identifiers are pre-
served as context-word forms.

For imputation of missing values we adopt two strategies.
If a single-word is not found in the embeddings file, the
zero vector is used instead. If an MWE candidate is not
found in the embeddings file, we arbitrarily assign it the
average compositionality score of all other MWEs in the
list of candidates following Salehi et al. (2015).

https://github.com/ceramisch/minimantics
*http://word2vec.googlecode.com/svn/trunk
*https://github.com/stanfordnlp/GloVe

For the semantic processing, we developed a new tool,
called feat_compositionality, described in Figure 1. It out-
puts a compositionality score for each MWE in a list of
input candidates, based on an input word-embeddings file.

Embeddings
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Figure 1: Overview of feat_compositionality

The first step combines the vectors w, representing each
word w; in an MWE. The appropriate choice of a com-
binator depends on the semantics of the underlying vector
space:

o PointwiseAddition: where pointwise vector addition
is used to combine two embeddings (Mikolov et al.,
2013). Weights can be applied to the combinator
by explicitly specifying a list of multiplicative con-
stants «;, one for each component word w; (option
combination-weights).

o PointwiseMultiplication: using pointwise vector mul-
tiplication, where the elements of one vector are scaled
by the other (Mitchell and Lapata, 2010).

Due to the way some DSMs are built, vectors are natu-
rally scaled by the frequency of each word. Under the as-
sumption that frequency does not determine semantics, it
is convenient to normalize the input vector before and af-
ter combination. This is performed by default (using Eu-
clidean norm), but can be explicitly disabled (options no-
normalize-input and no-normalize-combined).

Once the embeddings of the words inside the MWE candi-
date have been combined (e.g. bounty®hunter), we com-
pare the result with the embedding of the MWE itself (the
embedding for the token bounty_hunter) using cosine sim-
ilarity. In short, the compositionality score using weighted
pointwise addition for an MWE candidate composed of
words w; through w,, is:

_— m —
comp(wr . . . w) = cos | ij%’*
ool 2 Tl

This model can be applied to MWEs with more than 2
words. For instance, it is possible to compute composition-
ality scores for 3-word compounds such as liver_cell_line.

4. Experimental Setup

To evaluate our framework, we predict non-
compositionality for a set of 1042 English noun com-
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pounds (Farahmand et al., 2015). Four human judges
annotated each compound in this dataset as to whether it
is conventional and non-compositional.> Our hypothesis
is that, while standard association scores can predict con-
ventionality, mwetoolkit+sem is much better at predicting
non-compositionality. We compare the performance of
our framework using different underlying distributional
models, as well as different word combination weights.

We train an instance of each of these distributional seman-
tic models: minimantics, word2vec (cbow) and GloVe. For
training, we feed an MWE-annotated corpus where MWEs
are joined as a single token as in bounty_hunter), as per-
formed by Ferret (2014). We fix the following parameters:

e Corpus: UKWaC, containing 2G words of English
texts crawled from the web (Baroni et al., 2009);

e Context window: lemma of each content word 8 words
to the left/right of the target;

e Context weight decay: linear, that is, [%, ]
(Levy et al., 2015);

e Dimensions per embedding: 250.

7
8
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We train an additional model, minimanticsg, with a win-
dow of size 1 and dimension of 500, to verify the impact
of the parameters. We compare our model for composition-
ality prediction with a simple baseline that uses the log-
likelihood (LL) association score. LL compares an MWE
frequency with the frequency of each component word.
We implemented several evaluation measures used in the
literature to compare the model predictions with human
judgments.

e Spearman’s Rho (p): measures correlation between
the ranks provided by the model predictions and by
human judgments.

e Normalized Discounted Cumulative Gain (NDCG):
a precision measure that penalizes more intensely
wrong predictions at the top of the ranking.

e Best F-score (F1): the highest F-score considering the
first k predictions, for all values of k.

e Precision at k (P@Fk): precision for the top k predic-
tions.

e Average precision (AP): average of precision calcu-
lated at each relevant prediction (Gurrutxaga and Ale-
gria, 2013).

Our dataset contains four binary judgments per compound.
For p, we use the sum of the binary judgments to rank
the compounds. For NDCG, F;, P@k and AP, a com-
pound is considered relevant (i.e. conventional or non-
compositional) if at least two judges consider it relevant
(Yazdani et al., 2015).

5. Results

Table 1 presents the results when evaluating the predic-
tive ability of different models concerning conventional-
ity. Except for the baseline, all of the other models use a

3Since our model predicts compositionality, and the human
judges annotated non-compositionality, we inverted the model
predictions. Thus, measures based on precision focus on selecting
non-compositional compounds.

50% : 50% combination weight (i.e. an average between the
vector of the head and the vector of the modifier). All mea-
sures range from 0 to 1 (except for p, which ranges from -1
to 1); values close to 1 indicate better results.

Association scores are specifically designed for measuring
the likelihood of non-random co-occurrence, and thus the
baseline (LL) fares much better at this task. The other mod-
els, when obtaining good results, do so due to the fact that
non-compositionality implies some level of conventional-

1ty.

p NDCG F; P@100 AP
Baseline (LL) | 0.47 095 0.70 086 0.72
minimantics 0.03 0.87 063 051 049
minimantics g -0.03 0.87 0.63 0.58 0.47
word2vec -0.19 083 062 041 041
GloVe 0.18 0.89 064 058 0.55

Table 1: Evaluating for conventionality

While association scores can reasonably predict human
judgments of conventionality, they do not perform as well
when compared to judgments of non-compositionality, as
shown in Table 2. The prediction based on distributional
models, on the other hand, correlates much better with the
human non-compositionality scores. These results are com-
parable with what has been found in other works (Yazdani
et al., 2015), even though we have not tuned the parameters
of our models.

1) NDCG F; P@100 AP
Baseline (LL) | -0.19 0.63 032 0.09 0.15
minimantics 0.17 072 036 032 027
minimantics g 0.21 0.71 040 027 0.27
word2vec 0.31 084 046 046 0.40
GloVe 0.07 0.68 035 0.14 0.21
Yazdani2015 | 0.41 086 049 054 N/A

Table 2: Evaluating for non-compositionality (50% : 50%)

These results indicate that predicting conventionality seems
to be an easier task than non-compositionality, as reflected
in the higher scores obtained for almost all measures, ex-
cept for p. As conventionality represents the preference of
speakers for a given word or expression, this is often re-
flected in its frequency, and may be more directly measur-
able than compositionality.

In addition to the evaluation of a uniform combination of
component words, the implemented tools also allow one
to emphasize the higher relevance of one of the compo-
nent words for compositionality prediction, by applying
different weights. While more compositional cases will be
better captured by a uniform combination of both words,
partly compositional cases will be more related to one of
the component words (e.g. crocodile tears). Tables 3 and 4
present a non-compositionality evaluation when consider-
ing only the head of each compound (weight 0% : 100%) or
only the modifier (weight 100% :0%). The results show
that fully focusing on one of the components, the head,
reduces the power of compositionality prediction in the

1223



model. On the other hand, focusing on the modifier gen-
erated slightly better results than in Table 2. This sug-
gests that there is a higher prevalence of partly composi-
tional compounds in the dataset whose meaning is related
to the modifier. By simply applying different combination
weights, mwetoolkit+sem is able to detect irregular patterns
such as the head-modifier imbalance that is present in the
target dataset.

p NDCG F; P@I00 AP
minimantics | 0.08 0.69 033 025 0.22
minimanticsg | 0.15 070 037 030 0.25
word2vec 015 079 036 029 0.29
GloVe 0.01 067 033 013 0.19

Table 3: Evaluating for non-compositionality (0% : 100%)

p NDCG F; P@100 AP

minimantics | 0.25 0.76 044 045 0.34
minimanticsg | 0.23  0.72 043 0.33 0.29
word2vec 033 082 049 053 044
GloVe 0.13 069 038 0.18 0.23

Table 4: Evaluating for non-compositionality (100% : 0%)

Our goal is not to tune the system so that it overcomes state-
of-the-art results. Instead, we provide a simple implemen-
tation that allows easy estimation of non-compositionality
from the output of several distributional semantic models.
This can be helpful for researchers studying MWE seman-
tics and building more sophisticated models.

Table 5 presents the MWEs that were ranked at the ex-
tremities in the system output. Errors are marked in bold.
The bottom-10 MWESs have been ranked by both humans
and the system as fully compositional, with a very low
non-compositionality score. The only exception seems to
be web site, which was judged by humans as fairly non-
compositional (2/4). This happens to be the most frequent
compound in our corpus, which is built precisely by web
site crawling. In this domain, it is quite reasonable to as-
sume that a web site is a site present on the web, thus the in-
dividual vectors of web and site would correspond to com-
positional meanings, even if non-literal. Overall, composi-
tional compounds seem to be correctly modeled in the sys-
tem.

Detecting non-compositionality, on the other hand, can be
somewhat more complicated: while non-compositional ex-
pressions such as think tank are being correctly classified,
other MWES such as carnival crowd and background target
are simply not frequent enough in the corpus. Therefore, as
the distributional vectors were built based on limited oc-
currence contexts, the compositionality predictions are not
reliable.

Finally, the implemented tools are computationally effi-
cient, and using feat_compositionality for evaluating the
models took less than 5 min to execute for each embed-
ding configuration, in spite of processing the full dataset of
1042 compounds.®

®In comparison, building the models took longer and required

Compound System Human Freq.
think tank 133 4 7083
blood bath .010 4 157
action figure .003 4 843
front line -.012 4 13534
grass root -.023 4 3454
carnival crowd -.034 0 10
brain drain -.046 4 637
background target -.059 0 5
supporting act -.060 3 142
computer innovation -.071 0 9
visual art =817 0 11208
user interface -.818 0 14046
computer network -.819 0 4556
government funding -.820 0 5322
football league -.823 0 6375
data analysis -.832 0 9138
web site -.849 2 266750
web page -.855 0 89306
debut album -.863 0 7005
contact detail -.863 0 50793

Table 5: System scores, human scores and UKWaC fre-
quency of top-10 and bottom-10 MWEs ranked for non-
compositionality using word2vec CBOW embeddings and
50% : 50% composition.

6. Conclusions and Future Work

This paper introduced mwetoolkit+sem, an integrated
framework for processing MWEs. It offers semantic and
word embedding capabilities in addition to the standard
techniques for lexical and syntactic MWE representation.
It includes a tool that processes a list of potential MWEs
and outputs a compositionality prediction for each of them.
This complements the various association scores available
in the toolkit, which fare better at predicting conventional-
ity, with a new measure that performs better at predicting
semantic compositionality.

The results we obtained are compatible with the state of the
art even with simple methods and without any optimization.
As future work, we plan on providing support for other sim-
ilarity scores and sense composition functions (e.g. matri-
ces, tensors and neural networks). We also intend on per-
forming an extensive evaluation of techniques examining
conventionality and compositionality on other datasets and
languages.
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