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Abstract
This paper presents a new Vietnamese text corpus which contains around 4.05 billion words. It is a collection of Wikipedia texts,
newspaper articles and random web texts. The paper describes the process of collecting, cleaning and creating the corpus. Processing
Vietnamese texts faced several challenges, for example, different from many Latin languages, Vietnamese language does not use blanks
for separating words, hence using common tokenizers such as replacing blanks with word boundary does not work. A short review
about different approaches of Vietnamese tokenization is presented together with how the corpus has been processed and created.
After that, some statistical analysis on this data is reported including the number of syllable, average word length, sentence length
and topic analysis. The corpus is integrated into a framework which allows searching and browsing. Using this web interface, users
can find out how many times a particular word appears in the corpus, sample sentences where this word occurs, its left and right neighbors.
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1. Introduction 2. The construction of the Vietnamese
corpus

Vietnamese text processing started to become active about 2.1.  Data sources

twelve years ago. Since then, several corpora have been The Vietnamese corpus is a Web corpus collected between
built for some specific natural language processing tasks. 2007 and 2014. It contains about 70 million of sentences
(Pham et al., 2007) presented a corpus consisting of news-  Wwith about 4.05 billion running words. The main sources
papers coming from two news sources collected within 6  are Wikipedia (2M sentences), newspaper texts (13M sen-
months in 2005. This corpus was annotated with entity ~ tences) and randomly crawled web pages (55M). Due to the
classes such as person, location, organization for named collection process the actual time of origin for randomly
entity recognition. (Tu et al., 2006) released a corpus of  collected texts is impossible to identify. As a rough approx-
305 newspaper articles together with a list of 2,000 personal ~ imation, the word frequencies for the years 1980-2030 are
names and 707 locationsE] (Do et al., 2009) prepared a par-  shown in Figure [} If we assume that most texts reported
allel corpus of Vietnamese-French consisting of around 12 online are on the present or recent past, the distribution of
million (M) document pairs for machine translation. The these numbers is strongly correlated with the origin of the
EVC corpus produced at the national university of Ho Chi texts.

Minh (VNUHCM) consists of 400,000 pairs of Englist-

Vietnamese sentences with approximately 5,500,000 words 600000

in the fields of Science and Technology. (Pham et al., 2008) 500000

presented a corpus of 1 million words collected from news-

papers and children’s literature for a comparison in the word 400000

uses in children’s literature and in general text. SEAlang Li- £

brary Vietnamese Text Corpus introduced a corpus search E 0000

interface with word neighbors and sample sentences includ- 200000

ing more than 79M charactersE] The Vietnamese corpus

projec also collected data from newspapers and annotate 100000

them with information such as author, public date, register .

date. 1980 1985 1990 1995 2000 2005 2010 2015 2020 2025 2030

Word
In comparison to other available Vietnamese news corpora,
this collection is one of the most comprehensive corpora Figure 1: Vietnamese corpus timeline
containing a large amount of text collected from various
sources. It can serve as a resource for different Vietnamese
natural language processing tasks and text analysis.
2.2. Text preprocessing
The corpus pre-processing is described in full detail
in (Goldhahn et al., 2012) and results after language identi-
fication and text cleaning in sentence separated text without

Thttp://www.jaist.ac.jp/ hieuxuan/vnwordseg/data/ duplicates. After word segmentation and frequency count-
“http://sealang.net/vietnamese/corpus.htm ing word co-occurrences are calculated. All the data are
3http://pers-www.wlv.ac.uk/in6930/corpus.htm available both for online web searching and for download.
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Vietnamese language and problems with word segmen-
tation Tokenization, the process of breaking strings into
words, is an important language pre-processing step for
further tasks such as parsing, text mining. Since most
Vietnamese words are composed of more than one sylla-
ble where each syllable is separated by blanks (Dinh et al.,
2008)), using common tokenizers such as replacing blanks
with word boundaries does not work for Vietnamese. As re-
ported in (Hong Phuong et al., 2008)), there are about 82%
syllables in Vietnamese are words themselves, which cor-
respond to 16% of total Vietnamese words. 71% of words
are composed of two syllables, 14% have at least three syl-
lables. There are many syllables that are words themselves,
but can also be parts of other words. For example, “béng”
can be shadow, while “bong den” means bulb; “mat” is face
but “mat trang” is moon.

A review of Vietnamese tokenizers Most studies in this
field employ statistical methods such as using probabilistic
models (Le Trung et al., 2010), conditional random fields
(CRF) and support vector machine (SVM) (Tu et al., 2006).
(Tu et al., 2006) considered the problem of detecting word
boundaries in a sentence is modeled as that of labeling each
syllables as either Iy (inside a word), By (begin a word)
and O (outside a word). The segmentation tool trained on
about 8,000 sentences using CRF and is available online
with the name J VnSegmentelﬂ Some other systems use hy-
brid methods such as in (Pham et al., 2009), (Hong Phuong
et al., 2008). (Pham et al., 2009) exploit part-of-speech
(POS) information based on maximum matching algorithm
combined with stochastic models to tackle the task of word
segmentation. In (Hong Phuong et al., 2008]), the authors
combine finite state automata techniques with the maximal
matching strategy and regular expression parsing. This al-
gorithm is implemented in the vnTokenizer tool, a tokenizer
for Vietnamese texts ]

A comparison of available Vietnamese tokenization tools
is reported in (Dinh et al., 2008). In particular, the CRF-
based tool of the group (Tu et al., 2006)), the PVnSeg tool
(unknown source) and the hybrid method of (Hong Phuong
et al., 2008) are compared using a test corpus contain-
ing 1,264 articles from Politics-Society section of a Viet-
namese online newspaper “Tuoi Tre”, where words have
been manually segmented by linguists. The result shows
that both vnTokenizer and JVnSegmenter achieve roughly
94% F-measure. In our preprocessing steps, we will use the
JVnSegmenter for preparing the Vietnamese corpus.

2.3. Statistical analysis of the corpus

Corpus statistics has two different aspects: General lan-
guage statistics (in the case of a large and representative
corpus) and special corpus analysis (to compare the values
measured for the corpus with representative values). We
will give two examples here. For a more general discussion
see (Eckart et al., 2012)).

Word length for different frequency ranges First we
are interested in word length, measured both in characters

“http://jvnsegmenter.sourceforge.net/
>http://mim.hus.vnu.edu.vn/phuonglh/softwares/vnTokenizer
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Figure 2: Length of sentences in characters

and number of syllables. Due to the special word structure
in Vietnamese, these values are computed as follows:

e Word length in characters is calculated without the
possible blanks within a word. In most languages, syl-
lable boundaries are not represented by a character, so
the same counting strategy is applied for Vietnamese.

e The number of syllables is trivial to count by counting
the blanks within a word plus one. But, the correctness
of this value clearly depends on the correctness of the
word segmentation.

o For the average syllable length, the average is taken per
word, i.e. the syllable length per word is averaged.

max Word length in | Average number | Average syllable
(rank) characters of syllable length
1 2.00 1.00 2.00
10 2.90 1.00 2.90
100 3.44 1.07 3.20
1000 4.99 1.45 3.42
10000 5.65 1.63 3.48
100000 6.64 1.75 3.99
1000000 8.04 1.85 4.73

Table 1: Word length in characters (without blank), average
number of syllables and average syllable length in charac-
ters

The average values for these numbers are calculated for the
most frequent N words for N=1, 10, 100, ..., 1.000.000. The
average word length increases as expected as a consequence
of language economy: Words of higher frequency tend to
be shorter. Economy in language also implies an increasing
average number of syllables with N. The additional increase
in syllable length is due to the fact that for less frequent
words some of the syllables tent to become more complex
and longer.

Sentence length in characters Figure [2] shows sentence
length measured in characters with an average sentence
length of 107 characters. While the graph is relatively
smooth there are minor irregularities, for instance at length
71 and near length 150. In the case of length 71 the number
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of sentences is about 2.000 larger than expected. Manual
inspection shows near duplicates of the following form:
Dang tin Vip: VC VIP 1007974 giti 8655 (10.000d) dé
ddng tin VIP 5 ngay.

Ddng tin Vip: VC VIP 1056511 giii 8655 (10.000d) dé’
ddang tin VIP 5 ngdy.E]

These near duplicates, of course, reduce the quality of word
frequencies and word co-occurrences. This example illus-
trate the importance of quality checking during the pre-
processing, with a special emphasis on near duplicates.
The frequency data extracted from the corpus together with
word related statistics will be used for the Vietnamese Fre-
quency Dictionary to appear in 2016 (Quasthoff et al., 2011
).

Topic modeling on the Vietnamese corpus A sample of
topics estimated from the Vietnamese corpus using Latent
Dirichlet Allocation is illustrated in Table [2| It provides a
way of organizing and browsing the data to discover hidden
topics within the corpus. Within the same framework, we
have also estimated topics for other languages (Figure [3).
The topics inferred from different languages could be used
to map and compare among languages, for example: to dis-
cover widely reported news events around the world using
topic timelines, to find out the difference in topics of inter-
ests among countries, etc.

2.4. A search interface

We provide a web interface to enable search within the cor-
pusﬂ In figures |4| and |5} the searched word “mai” is am-
biguous, it can mean tomorrow, ochna flower, etc. The
search results show the number of times this term occurs in
the whole corpus, its frequent rank and its frequency class
(i.e., the frequency of a word in relation to the most frequent
word, the term “mai” appears =~ 27 times more frequently
than the most frequent word of the whole corpus). Some
sample sentences where this term occurs are also shown in
the search result.

In Figure |5} terms that co-occur most frequently with the
given term are shown together with the number of times
they co-occur together. Similarly, left and right neighbor
cooccurrences of the given term are also listed. An inter-
active graph shows how the term is associated to its neigh-
bors. From this graph, one can see different meanings and
contexts of the searched term (e.g., “ngay mai” refers to to-
morrow, “phd mai” is cheese, “mia mai” means sarcasm,
“mai tang” is burial, “mai sau” expresses later on, etc.).

3. Conclusions

In this paper, we have presented a Vietnamese corpus con-
taining around 4.05 billion words, coming from textual data
collected on the internet. We have described main steps
for data collection and processing for Vietnamese. From
this corpus, we have extracted statistical information such
as average word length, number of syllables and syllable
length, topic models estimated from the data. A web-
interface is also available to search within the corpus, find

6 All these sentences come from http://vico.vn
"http://corpora.informatik.uni-leipzig.de/

co-occurrences and examples of sentences where a given
word appears.
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http://vico.vn

khan_gia (audience) hoa (flower) tién (money) gia (price)
nhac (music) vuon (garden) cOng_ty (company) thi_truong (market)
ca_khic (song) cay (tree) nhan_vién (employee) vang (gold)

thi_sinh (candidate)
am_nhac (music)
ca_si (singer)
chuong_trinh (program)
dém (night)
ca_sy (singer)
san_khéu (stage)

huong (perfume)
mui (smell)
gibng (species)
ba_Lat (Dalat)
gd (wood)
mai (ochna tree)
sic (color)

hop_ddng (contract)
s6_tién (money)
lao_dong (labor)
luong (wage)
cong_viéc (job)
Cong_ty (Company)
cong_nhan (worker)

nudc (country)
lugng (wage)
Gia (Price)
thé_gii (world)
muc (level)
tang (increase)
tuan (week)

tiét_muc (show) loai (type) chi (spend) miéng (piece)
phan (part) xudn (spring) khoang (around) nhu_cAu (needs)
giam_khdo (examiner) gbe (root) sép (boss) cung (supply)
show (show) Cay (Tree) viéc (job) chuyén_gia (expert)

album (album)
cudc_thi (competition)
nghé_si (musician)

mau (color)
hdng (pink)
canh (petal)

khoan (amount)
thu_nhap (income)
ky (sign)

d4u_thau (bidding)
kinh_té (economic)
phién (auction)

thoi_diém (time)
ngudi_dan (citizen)
Nha_nuée (Goverment)

giam_dbc (director)
thang (month)
chi_phi (cost)

troi (sky)
anh_dao (cherry)
loai (species)

bai_hét (song)
vong (round)
man (performance)

Table 2: Random Vietnamese topics extracted from the corpus

German English
Internet Schiiler Tiere Haus Eame church cancer service
Facebook Schule Tier Wohnung SEASOT God disease network
Daten Schulen Natur Bewohner team Church people TV
Coogle Lehrer Wald Wohnungen EAINes Francis health phone
User Studenten Tieren Fenster baseball Catholic treatment services
Nutzer Ausbildung Menschen Hauses home St. Dr. customers
Seite Klasse Jagd Keller runs Pope blood COTMPAny
Website Universitit Pflanzen Mieter run people study cable
Netz Schillern Baum Gebiude inning Jesus risk television
Twitter Sprache Arten Raum innings faith patients Internet
Werbung Deut=ch Baume Hiuser hits religion HIV phones
Netzwerk Studium Umwelt Tiir League churches Health networks
E-Mail Schiilerinnen Hektar Nachbarn Red pope heart data
Namen Klazsen Elefanten Zimmer MAnAger world brain month
Fotos Unterricht Farm Holz win VEATE Cases HOCESS
French Spanish
santé film vendredi parti enfants pelicula economia teatro
cas série soir élections famille cine crecimiento obra
maladie The lundi CAIMPAZIE femmes serie crisis director
médecing réle jeudi candidat femme director recuperacion Teatro
traitement films dimanche wote ans peliculas déficit espectaculo
cancer James samedi président pére actor arlo escenario
médecin réalisateur mardi tour fille hiztoria politica miusica
risque cinéma mercredi voix mere perscnaje medidas escena
soins personnage matin Parti vie actriz reformas ciclo
médicaments Cinéma communigqué candidats parents personajes mercados publico
patients tournage journée pouvolr fils papel paises festival
DPETSONIES Disney I"AFP partis enfant protagonista politicas compaiia
Santé Star nuit majorité hommes actores espaiola danza
risgues scénario porte-parole scrutin couple cinta empleo direccion
maladies suCees aprés-midi mandat INATSON television deuda montaje
Italian Russian
vettura spettacolo produzione sera YHpAaHHEL CIIOPTA Mockpe Mexana
motore teatro Eas domenica Vupanue MHDPAa Mocxpn Tpyvann
versione Teatro energia glorni Yrpanua Pocoun PHA Muxanaa
litri palco rifiuti lunedi Hapawns MecTo HosocTn AnaToanit
cavalli wid vino sabato Kauene YHACTHE COBLTROH COAOBAM
potenza musica impianti glornata Tumomenso CHOPTCMEHOB Hurepdaxc Caaxamsnin
cambic scena anni wvenerdi Hapanne COPeBHOBAHNA CTOIHLEL BpoeMs
muodello Festival tonnellate pomeriggio Huyropry copeBHOBaHMH Cepreit Anaronns
cv zerata PIrezzo giovedi Bukxtop MEIATH HOTOYMHHE PEAMEKLX
BMW concerto emissioni mattina BREM HEMITHOHATE NpeICTABHTEI b Ocernn
km/h pubblico territorio giorno Vrpanuay HEMITHOHAT CTOMHIE obncKr
sistema sabato racoolta mercoledi Kuen TYPHHD CIIOBAM THunnce
benzina tour benzina martedi Hapanae Kybxa IMoamockosse KAMECTHE
guida edizione fonti PrOgramina Azapon CHOPTCMEHE AreHTCTBA rogaa
velocita festival costi settimana Kuena COPeBHOBAHMEX Mocksa I'pyaus

Figure 3: Random topics estimated on other corpora of other languages within the same framework
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Vietnamese Web text corpus based on material from 2013.
mai n ? Sentences: 61,847,406 - Types: 3,579,105 - Tokens: 1,488,951,498
B all...

WORTSCHATZ

Term: ITIAI Number of occurrences: 142,518  Rank: 1,455 Frequency class: 7

See also: more...
Part of: Néu con cé ngay mai, B4o hoa mai, Lo mai quy&n, Stng héa mai, Giang mai, Hoa mai, & mai

a Examples:

Sau mét théri gian turdng chirng mai mét, hé khoan Lé Thiy dang dén hbi sinh va hira hen s& phét trién manh. (thso1hongthuy.edu.vn/vi/news/savefile/Tin-hoat-don, 2014-03-17)

Sang sém mai chung tdi phéi khdi hénh Ién dudng di Lién X6. (cacdangytelamdong.edu.vn/?language=vi=news=search=, 2014-03-18)

Tir theri Téng Nguyén, t6 tién nha ho Phong da bat dau lam ngh@ trém mo, ho dao duge rét nhidu thur tich ¢ khic trén thé tre va mal ria & quan thé quan tai treo bén duéi hang & cua Il
chim y&n trong hém nti Quan Tai. (shop.leanhdigital.com.vn/dong-ho-chay-pin/dong-ho-, 2014-03-15)

Em dinh mai vao VNE. (english.hanu.vn/index.php?option=com_content=view=, 2074-03-16)

Theo Iénh chia dat 1a Tran teéng quan, nhigu nguér sinh séng béing nghi trang cay mai Idy qua goi 1a qua mo, cir mia déng thi hoa mai né trdng ngan, khidn mot ving dét bién thanh mét
tréri may trdng ngln. (dvtc.edu.vn/tin-tham-khao/di-tich-danh-thang/971-1, 2074-03-18)

.

.

.

+5 +25 +100

Figure 4: Searching within the Vietnamese corpus: searching for the ambiguous word “mai” (tomorrow, ochna flower)

« Cooccurrences:

ngay (72,224), mia (43,042), pho (35,506), tang (29,493), manh (24,5486), hdm (22,468), Ngay (22,296), nay (21,563), giang (19,290), sé (17,428), hoa (15,613), sang (12,663), sé'm (11,610), canh
(7,777), mét (7,543), , (7,295), néng (7,242), cay (7,079), sueng (6,748), nér (6,215), vang (6,114), sau (6,087), Hoa mali (5,925), riia (5,842), xuan (5,019), khuyen (4,742), rdi (4,580), di (4,379), O
mai (4,260), Tét (4,084), chau (4,065), tuoi (4,022), Glang mai (3,844), anh (3,840), dém (3,781), Pha (3,655), em (3,546), clc (3,464), ddy (3,434), mdi (3,117), vao (3,040), * (3,032), 6 (2,968),
S4ng (2,940), lai (2,848), vurérn (2,836), déng (2,834), hen (2,816), rang (2,813), dan (2,737), budi (2,685), mét (2,657), con (2,651), nu (2,636), rurc (2,628), kiéng (2,628), vic (2,543), chidu (2,468),
“ (2,405), tréri (2,346)

v Left Neighbour Cooccurrences: ngay | pht | mia | Ngay | manh
+ Right Neighbour Cooccurrences: tang | sau |, | mét | vang

a Graph:

manh
hém u
]

ho
E mai
[

o

ﬁiang

glgéy

Figure 5: Searching within the Vietnamese corpus: cooccurrences

416



