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Abstract

Existing research on question answering (QA)
and comprehension reading (RC) are mainly
focused on the resource-rich language like
English. In recent times, there has been a
rapid growth of multi-lingual contents on the
web, and this has posed several challenges
to the existing QA systems. Code-mixing is
one such challenge that makes the task even
more complex. In this paper, we propose a
linguistically motivated technique for code-
mixed question generation (CMQG) and a neu-
ral network based architecture for code-mixed
question answering (CMQA). For evaluation,
we manually create the code-mixed questions
for Hindi-English language pair. In order
to show the effectiveness of our neural net-
work based CMQA technique, we utilize two
benchmark datasets, viz. SQuAD andMMQA.
Experiments show that our proposed model
achieves encouraging performance on CMQG
and CMQA.

1 Introduction

The people who are multilingual in nature often
switch back and forth between their native lan-
guages and the foreign (popular) languages to ex-
press themselves on the web. This is very common
nowadays, particularly when people express their
opinions (or making any communication) through
various social media platforms. This phenomenon
of embedding the morphemes, words, phrases, etc.
of one language into another is popularly termed as
code-mixing (CM) (Myers-Scotton, 1997, 2002).
The recent study (Safran, 2015) has uncovered
that users frequently use question patterns, namely
‘how’ (38%), ‘why’ (24%), ‘where’ (15%), ‘what’
(11%), and ‘which’ (12%) in their queries as op-
posed to a ‘statement query’.

∗Work carried out during the internship at IIT Patna

Presently, the search engines have become
intelligent and are capable enough to pro-
vide precise answer to a natural language
query/question1.Several virtual assistants such as
Siri, Cortana, Alexa, Google Assistant, etc are also
equipped with these facilities. However, these
search engines and virtual assistants are efficient
only in handling the queries written in English.
Let us consider the following two representations
(English and code-mixed) of the same question.
(i) Q: “Who is the foreign secretary of USA?”
(ii) Q: “USA ke foreign secretary koun hai?”
(Trans:“Who is the foreign secretary of USA?”)
Search engines are able to provide the exact
answer to the first question. It is to be noted that
although both the questions are same, the search
engine is unable to return the exact answer for the
second question, which is code-mixed in nature.
It rather returns the top-most relevant web pages.
In this paper, we propose a framework for code-

mixed question generation (CMQG) as well as
code-mixed question answering (CMQA) involv-
ing English and Hindi. Firstly, we propose a lin-
guistically motivated technique for generating the
code-mixed questions. We followed this approach
as we did not have access to any labeled data
for code-mixed question generation. Thereafter,
we propose an effective framework based on deep
neural network for Code-mixed Question Answer-
ing (CMQA). In our proposed CMQA technique,
we use multiple attention based recurrent units to
represent the code-mixed questions and the En-
glish passages. Finally, our answer-type focused
network (attentive towards the answer-type of the
question being asked) extracts the answer for a
given code-mixed question. We summarize our
contributions as follows:
(i). Wepropose a linguistically motivated unsuper-

1The capability of handling factoid questions is higher
than the complex questions or descriptive questions.



120

vised algorithm for Code-mixed Question Genera-
tion (CMQG). (ii). We propose a bilinear attention
and answer-type focused neural framework to deal
with CMQA. (iii). We create two CMQA datasets
to further explore the research on CMQA. In addi-
tion to this, wemanually create a code-mixed ques-
tion dataset, and subsequently a code-mixed ques-
tion classification dataset. (iv)We provide a state-
of-the-art setup to extract answers from the English
passages for the corresponding code-mixed ques-
tions. The source code of our proposed systems
and the datasets can be found here2.

2 Related Work

Code-mixing refers to the mixing of more than
one language in the same sentence. Creating re-
sources and tools capable of handling code-mixed
languages is more challenging in comparison to
the traditional language processing activities that
are concerned with only one language. In recent
times, researchers have started investigating meth-
ods for creating tools and resources for various
Natural Language Processing (NLP) applications
involving code-mixed languages. Some of the ap-
plications include language identification (Chit-
taranjan et al., 2014; Barman et al., 2014), part-
of-speech (PoS) tagging (Vyas et al., 2014; Jama-
tia et al., 2015; Gupta et al., 2017), question clas-
sification (Raghavi et al., 2015), entity extraction
(Gupta et al., 2018a, 2016b), sentiment analysis
(Rudra et al., 2016; Gupta et al., 2016a) etc. De-
veloping QA system in a code-mixed scenario is,
itself, very novel in the sense that there have not
been very significant attempts towards this direc-
tion, except the few such as (Chandu et al., 2017).
Our literature survey shows that the existing meth-
ods of question generation (general) include both
rules Heilman and Smith (2010); Ali et al. (2010)
and machine learning (Serban et al., 2016; Wang
et al., 2017a) techniques. A joint model of ques-
tion generation and answering based on sequence-
to-sequence neural network model is proposed in
(Wang et al., 2017a).
In recent times, there have been several stud-

ies on deep learning based reading comprehen-
sion/ QA (Hermann et al., 2015; Cui et al., 2017;
Shen et al., 2017; Wang et al., 2017b; Gupta et al.,
2018c; Wang and Jiang, 2016; Berant et al., 2014;
Maitra et al., 2018; Cheng et al., 2016; Trischler

2http://www.iitp.ac.in/~ai-nlp-ml/
resources.html

et al., 2016). To the best of our knowledge, this is
the very first attempt to automatically generate the
code-mixed questions (i.e. question generation),
as well as provide a robust solution by developing
an end-to-end neural network model for CMQA.

3 Code-Mixed Question Generation

We focus on a code-mixed scenario involving two
languages, viz. English and Hindi. Due to the
scarcity of labeled data, we could not employ any
sophisticatedmachine learning technique for ques-
tion generation. Rather, we propose an unsuper-
vised algorithm that automatically formulates the
code-mixed questions. The algorithm makes use
of several NLP components such as PoS tagger,
transliteration and lexical translation. We con-
struct Hindi-English code-mixed question from a
given Hindi question. Let us consider the follow-
ing three questions:

• Q1: What is the name of the baseball team in
Seattle?

• Q2: िसएटल मӒ बसेबॉल दल का नाम Թा ह?ै
(Trans: What is the name of the baseball
team in Seattle?)
(Transliteration: Seattle mai baseball dal ka
naam kya hai?)

• Q3:Seattle mein baseball team ka naam kya
hai?
(Trans: What is the name of the baseball
team in Seattle?)

All the three questions are same but are asked in
English, Hindi and the code-mixed English-Hindi
languages. It can be seen that Q2 and Q3 are sim-
ilar and share many false cognates (Moss, 1992)
[(Seattle, िसएटल), (naam, नाम), (kya, Թा), (mai,
मӒ), (baseball, बसेबॉल)]. The question Q3 has the
direct transliteration of theHindi words (िसएटल→
Seattle), ( नाम→ naam ), (Թा→ kya), ( मӒ→mai)
and (बसेबॉल → baseball). There are some words
(e.g. ‘team’) in Q3 which are the English lexical
translations from Hindi. We perform a thorough
study of Hindi sentences and their corresponding
code-mixed Hindi-English sentences, and observe
the following:

(1) Named entities (NEs) of type person (PER)
remain same in both Hindi as well as the code-
mixed English-Hindi (EN-HI) sentence. These
NEs are only transliterated. E.g.
Hindi: महाͤमा गांधी का जͨम कब हुआ था?
(Trans: When was Mahatma Gandhi born?)
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Code-Mixed (EN-HI):Mahatma Gandhi ka birth
kab hua tha?
TheNEMahatmaGandhi of type ‘PER’ is translit-
erated in code-mixed sentence.

(2) NEs of type location (LOC) and organization
(ORG) present in a Hindi sentence are replaced
with their best lexical translations in English. For
example:
Hindi: लखनऊ ўदթी से ўकतनी दरू ह?ै
(Trans: How far Lucknow is from Delhi?)
Code-Mixed (EN-HI): Lucknow New Delhi se
kitni dur hai?
The ‘PER’ type NEs are only transliterated as the
names do not have any variation in Hindi or En-
glish. For example,सѠचन तӒदलुकर (Trans: Sachin
Tendulkar)→ ‘Sachin Tendulkar’. It is just needed
to be written in Roman script. However, same
does not hold for ‘LOC’ and ‘ORG’. For example,
transliterating भारतीय अतंѝर̯ अनसुधंान सगंठन
(Trans: Indian Space Research Organisation) →
‘Bharatiya Antriksh Anushandhan Sangathan’ is
incorrect.

(3) PoS tags such as singular or plural noun
(NN), proper noun (NNP), spatio-temporal noun
(NST) and adjective (JJ) present in a Hindi sen-
tence are often replaced with their context aware
lexical translation in English. For example:
Hindi: ͲयџЭयӖ को उनकҴ रचनाͤमकता के Ѡलए
कौन से अѠधकार ўदए जाते हӔ?
(Trans: Which rights are given to individuals for
their creativity?)
Code-Mixed (EN-HI): Individuals ko unki
creativity ke liye koun se rights diya jate hain?

The underlined words in the Hindi sentence
have noun (NN) PoS tags, therefore the cor-
responding words are replaced with their best
lexical translations in their respective code-mixed
sentence.

(4) The remaining words in the Hindi sentence
are transliterated (in English) and a code-mixed
EN-HI sentence is formed. For example, the re-
maining words of the previous Hindi sentence are
transliterated (in underlines) and the code-mixed
EN-HI sentence is formed.
Code-Mixed (EN-HI): Individuals ko unki cre-
ativity ke liye koun se rights diye jate hain?

The main challenge of automatic CMQG is to
find the best lexical translation which suits the

most in the given context of the particular ques-
tion. Let us consider the various lexical translation
choices tri = {tr(i, 1), tr(i, 2), . . . , tr(i, li)} for the
token (ti), where li is the number of lexical transla-
tions available for the token ti. The lexical trans-
lation disambiguation algorithm selects the most
probable lexical translation of token ti from a set
of li possible translations. We generate a query
by adding the previous token ti−1 and the next to-
ken ti+1 with the token of interest designated by
ti. The context within a query provides impor-
tant clues for choosing the right transliteration of
a given query word. For example, for a query
S ={शहर, पवू,˨ ःकॉटलӔड} (Trans: {city, east,
Scotland}), where the word ‘पवू’˨ is the word in in-
terest for which the most probable lexical transla-
tion needs to be identified from the list {BC, East}.
Here, based on the context, we can see that the
choice of translation for the word ‘पवू’˨ is ‘east’
since the combinations {city, east} and {east, Scot-
land} are more likely to co-occur in the corpus
than {city, BC} and {BC, Scotland}. We follow
the iterative disambiguation algorithm (Monz and
Dorr, 2005) which judges a pair of items to gather
partial evidences for the likelihood of a translation
in a given context. An occurrence graph is con-
structed using the query term S and the translation
set TR, such that the translation candidates of dif-
ferent query terms are connected with the associ-
ated Dice Co-efficient weight between them. At
the same time, it is also ensured that there should
not be any edge between the different translation
candidates of the same query term. We initialize
each translation candidate with equal likelihood of
a translation. After initialization, the weight of
each translation candidate is iteratively updated us-
ing the weights of the translation candidate linked
to it and the weight of the link connecting them. At
the end of the iteration the weight of each transla-
tion candidate is normalized to ensure that these all
sum up to 1.

4 Proposed Approach for CMQA

Given a code-mixed question Q with tokens
{q1, q2 . . . , qm} and an English passage P hav-
ing tokens {p1, p2 . . . , pn}, wherem and n are the
number of tokens in the question and the passage,
respectively. The task is to identify answerA with
tokens {pi, pi+1 . . . , pj} of length j− i+1, where
1 ≤ i ≤ n and i ≤ j ≤ n.
Each model component is described below:
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Figure 1: Illustrations of the proposed CMQG. The English transliterations are given in the bracket. The
right part of the image shows the basic steps to select the best lexical translation. The red color tags in
PoS and NER tags list denote the tags of the words that qualify to the next step.

4.1 Token and Sequence Encoding
From the given code-mixed question Q and pas-
sage P , we first obtain the respective token-
level embeddings {xQt }mt=1 and {xPt }nt=1 from the
pre-trained word embedding matrix. Due to the
code-mixed nature, our model faces the out-of-
vocabulary (OOV) word issue. To tackle this,
we adopt character-level embedding to represent
each token of the question and passage. These
are denoted by {cQt }mt=1 and {cPt }nt=1 for question
and passage, respectively. The character-level em-
beddings are generated by taking the final hidden
states of a bi-directional gated recurrent units (Bi-
GRU) (Chung et al., 2014) applied to the character
embedding of the tokens. The final representations
of each token uQt and uPt of question and passage,
respectively, are obtained through the Bi-GRU as
follows:

uQt = Bi-GRU(uQt−1, [x
Q
t ⊕ cQt ])

uPt = Bi-GRU(uPt−1, [x
P
t ⊕ cPt ])

(1)

where, ⊕ is the concatenation operator. In order
to encode the token sequence, we apply convo-
lution followed by Bi-GRU operation as follows:
First, the convolution operation is performed on
the zero-padded sequence ūP over the passage se-
quence uP , where ūPt ∈ Rd. A set of k filters
F ∈ Rk×l×d, is applied to the sequence. We ob-
tain the convoluted features cPt at given time t for
t = 1, 2, . . . , n by the following formula.

cPt = tanh(F [ūP
t− l−1

2

. . . ūPt . . . ūP
t+ l−1

2

]) (2)

The feature vector C̄P = [c̄P1 , c̄
P
2 . . . c̄Pn ] is gen-

erated by applying the max pooling on each ele-
ment cPt ofCP . This sequence of convolution fea-
ture vector C̄P is passed through a Bi-GRU net-
work. The same convolution operations are also
performed over the question sequence uQ and the
convolution feature vector C̄Q is obtained. Simi-
lar to e.q. 1, we compute Bi-GRU outputs vPt (vQt )
by giving the inputs vPt−1 (v

Q
t−1) and c̄Pt (c̄Qt ). We

represent the question and passage representation
matrix by V Q ∈ Rm×h and V P ∈ Rn×h, respec-
tively, where h is the number of hidden units of the
Bi-GRUs.

4.2 Question-aware Passage Encoding

When a single passage contains the answer of two
or more than two different questions then the pas-
sage encoding obtained from the previous layer
(c.f. section 4.1) will not be effective enough to
provide the answer of each question. It is because
the obtained passage encoding does not take into
account the question information. In this layer first
we compute an attentionmatrixM ∈ Rn×m as fol-
lows:

Mi, j = 1/(1 + dist(V P [i, :], V Q[j, :])) (3)

Mi, j is the similarity score between the ith ele-
ment of the passage encoding V P and jth element
of the question encoding V Q. The dist(x, y) func-
tion is an euclidean distance3 between x and y.

3We observe that e.q. 3 performs well, when dist is an
euclidean distance.
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Thereafter, the normalization of element Mi,j of
matrixM is performed with respect to the ith row.

M i, j =
Mi, j∑m
k=0Mi, k

(4)

Intuitively, it calculates the relevance of a word
in the given passage with each word in the ques-
tion. We compute the question vector Q ∈ Rn×h

corresponding to all the words in the passage as
Q = M × V Q. Each row t of the question vector
Q denotes the encoding of the passage word twith
respect to all the words in the question. The ques-
tion aware passage encoding will be computed by
theword-level concatenation of the passage encod-
ing vPt and question vector of the tth rowQt. More
formally, the question aware passage encoding at
of the word at time twill be at = vPt ⊕Qt. Finally,
we apply a Bi-GRU to encode the question aware
information over time. It is computed as follows:

st = Bi-GRU(st−1, at) (5)

We can represent the question aware passage en-
coding matrix as S ∈ Rn×h.

4.3 Bilinear Attention on Passage
Question aware passage encoding accounts the rel-
evance of the words in a question with the given
passage. If the answer spans more than one token
(i.e. a multi-word tokens), it is important to com-
pute the relevance between the constituents of the
multi-word tokens. We calculate the bilinear atten-
tion matrix B ∈ Rn×n on question aware passage
encoding S ∈ Rn×h as follows:

B = S ×Wb × ST (6)

where, Wb ∈ Rh×h is a bilinear weight matrix.
Similar to e.q. 4, normalization is performed on
B, and the normalized attention matrix is denoted
asB. The elementBi,j is the measure of relevance
between the ith and jth words of the passage. Sim-
ilar to the question vectorQ, we calculate the pas-
sage vectorR ∈ Rn×h as computed onR = B×S.
The concatenation (word wise) of question depen-
dent passage encoding vector st and passage vec-
tor rt is performed to obtainRt and form thematrix
R ∈ Rn×2h. Similar toWang et al. (2017b), we in-
troduce a gating mechanism to control the impact
of R and denote it as the G ∈ Rn∈2h. In order
to identify the start and end indices of the answer
from the passage, we employ two Bi-GRUwith in-
put as G. Similar to e.q. 1, output of the Bi-GRUs
is computed as Ps ∈ Rn×h and Pe ∈ Rn×h.

4.4 Answer-type Focused Answer Extraction
The answer-type of a question provides the clues
to detect the correct answer from the passage.
Consider a code-mixed question Q: Kaun sa Por-
tuguese player, Spanish club Real Madrid ke liye
as a forward player khelta hai? (Trans: Which
Portuguese player plays as a forward for Spanish
club Real Madrid?.) The answer-type of the ques-
tion Q is ‘person’. Even though the network has
the capacity to capture this information up to a cer-
tain degree, it would be better if the model takes
into account this information in advance while se-
lecting the answer span. Li and Roth (2002) pro-
posed a hierarchical question classification based
on the answer-type of a question. Based on the
coarse and fine classes of Li and Roth (2002),
we train two separate answer-type detection net-
works on the Text REtrieval Conference (TREC)
question classification dataset4. First, we trans-
late5 5952 TREC English questions into Hindi
and thereafter transform the Hindi questions into
the code-mixed questions by using our proposed
CMQG algorithm. We train the answer-type detec-
tion network with code-mixed questions and their
associated labels using the technique as discussed
in (Gupta et al., 2018b). The network learns the
encoding of coarse (Cat ∈ Rh) and fine class
(Fat ∈ Rh) of answer-types obtained from the
answer-type detection network. The attention ma-
trix M calculated in e.q. 3 undergoes the max-
pooling over the columns to capture the most rele-
vant parts of the question.

Qj
p = max-pool(M [:, j]) (7)

The max-pooled representation of question and
answer-type representation are concatenated in the
following way:

Qf = Qp.V
P ⊕ Cat ⊕ Fat (8)

A feed-forward neural network with tanh activa-
tion function is used to obtain the final output
Qf ∈ Rh. The probability distribution of the be-
ginning of answer As and the end of answer Ae is
computed as:

prob(As) = softmax(Qf × Ps)

prob(Ae) = softmax(Qf × Pe)
(9)

4http://cogcomp.org/Data/QA/QC/
5We use Google Translate because of its better perfor-

mance on EN→ HI translation.

http://cogcomp.org/Data/QA/QC/
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# of CM Questions 5,535 # of Hindi Words 37,300

# of words 59,733 Average # of Hindi
Words/Question 6.7389

Average Length of
CM Questions 10.79 # of English Words 22,433

Code-Mixing Index
(CMI) Score 37.14 Average # of English

Words/Question 4.05

Table 1: Statistics of manually formulated CM
questions

To train the network, we minimize the sum of the
negative log probabilities of the ground truth start
and end position by the predicted probability dis-
tributions.

5 Datasets and Experiments

In this section, we report the datasets and the ex-
perimental setups.

5.1 Datasets (CMQG)
For CMQG task, we require the input question to
be in Hindi. We use the manually created Hindi
questions obtained from the Hindi-English ques-
tion answering dataset (Gupta et al., 2018b). We
generate the code-mixed questions by our pro-
posed approach (c.f. Section 3). In order to eval-
uate the performance of our proposed CMQG al-
gorithm, we also manually formulate6 the Hindi-
English code-mixed questions. Details of this
dataset are shown in Table 1. We compute
the complexity of code-mixing using the metric,
Code-mixing Index (CMI) score (Gambäck and
Das, 2014). We name this code-mixed question
dataset as ‘HinglishQue’. We observe that our
HinglishQue dataset has higher CMI score as com-
pared to the FIRE7 2015 (CMI=11.65) and ICON8

2015 (5.73) CM corpus (Soumil Mandal and Das,
2018)9. This implies that our HinglishQue dataset
is more complex and challenging in comparison to
the other Hindi-English codemixing (CM) dataset.
The CMI score of the system generated code-
mixed questions is 37.22.

5.2 Datasets (CMQA)
(1) CM-SQuAD: We generate the CMQA
dataset from the portion of SQuAD (Rajpurkar
et al., 2016) dataset. We translate the English

6The question formulators are the undergraduate and post-
graduate students having good proficiencies in English and
Hindi.

7http://fire.irsi.res.in/fire/2015/home
8http://ltrc.iiit.ac.in/icon2015/
9Please note that these two datasets are not related to QA

Datasets Train Dev Test Total
CM-SQuAD 16,632 2,080 2,080 20,792
CM-MMQA 2,746 341 341 3,428

Table 2: Detailed statistics (# of question-passage
pairs) of the derived CMQA datasets

questions into Hindi and use our approach of
CMQG (c.f. Section 3) to transform the Hindi
questions into the code-mixed questions. We
manually verify the questions to ensure the qual-
ity. We use the corresponding English passage to
find the answer pair of the code-mixed question.
Detailed statistics of the dataset are shown in
Table 2. We randomly split the dataset into
training, development and test set.
(2) CM-MMQA: We experiment with a recently
released multilingual QA dataset (Gupta et al.,
2018b). It provides Hindi questions along with
their English passages. Similar to the CM-SQuAD
dataset, we create code-mixed questions and their
respective answer pairs. Details of the dataset are
shown in Table 2.

5.3 Experimental Setup for CMQG
The tokenization and PoS tagging are per-
formed using the publicly available Hindi Shal-
low Parser10. The Polyglot11 Named Entity Rec-
ognizer (NER) (Al-Rfou et al., 2015) is used for
named entity recognition. The lexical transla-
tion set is obtained by the lexical translation ta-
ble generated as an intermediate output of Sta-
tistical Machine Translation (SMT) training by
Moses (Koehn et al., 2007) on publicly avail-
able12 English-Hindi (EN-HI) parallel corpus (Bo-
jar et al., 2014). We aggregate the output proba-
bility p(e|h) and inverse probability p(h|e) along
with their associated words in both English (e) and
Hindi (h) languages. We choose a threshold (5)
to filter out the least probable translations. The
co-occurrence weight (Dice Co-efficient) is calcu-
lated on the available13 n-gram dataset consisting
of unique 2, 86, 358 bigrams and 3, 33, 333 uni-
grams. For Devanagari (Hindi) to Roman (En-
glish) transliteration, we use the transliteration sys-
tem14 based on Ekbal et al. (2006). We evaluate

10http://ltrc.iiit.ac.in/showfile.php?
filename=downloads/shallow_parser.php

11http://polyglot.readthedocs.io/en/latest/
NamedEntityRecognition.html

12http://ufal.mff.cuni.cz/hindencorp
13http://norvig.com/ngrams/
14https://github.com/libindic/indic-trans

http://fire.irsi.res.in/fire/2015/home
http://ltrc.iiit.ac.in/icon2015/
http://ltrc.iiit.ac.in/showfile.php?filename=downloads/shallow_parser.php
http://ltrc.iiit.ac.in/showfile.php?filename=downloads/shallow_parser.php
http://polyglot.readthedocs.io/en/latest/NamedEntityRecognition.html
http://polyglot.readthedocs.io/en/latest/NamedEntityRecognition.html
http://ufal.mff.cuni.cz/hindencorp
http://norvig.com/ngrams/
https://github.com/libindic/indic-trans
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Figure 2: Proposed CMQA model architecture. The green color column denotes the character embed-
dings.

the performance of CMQG in terms of accuracy,
BLEU (Papineni et al., 2002) and ROUGE (Lin,
2004) score.

5.4 Experimental Setup for CMQA

CMQA datasets contain the words both in Roman
script and English. For English, we use the fast-
Text (Bojanowski et al., 2016) word embedding
of dimension 300. We use the Hindi sentences
from Bojar et al. (2014), and then transliterate it
into the Roman script. These sentences are used
to train the word embeddings of dimension 300 by
the word embedding algorithm (Bojanowski et al.,
2016). Finally, we align monolingual vectors of
English and Roman words in an unified vector
space using a linear transformation matrix learned
by the approach as discussed in Smith et al. (2017).
Other optimal hyper-parameters are set to: char-
acter embedding dimension=50, GRU hidden unit
size=150, CNN filter size=150, filter size=3, 4,
batch size=60, # of epochs=100, initial learning
rate=0.001. Optimal values of the hyperparame-
ters are decided based on the model performance
on the development set of CM-SQuAD dataset.
Adam optimizer (Kingma and Ba, 2014) is used to
optimize the weights during training. For the eval-
uation of CMQA, we adopt the exact match (EM)
and F1-score (Rajpurkar et al., 2016).

5.5 Baselines

5.5.1 Baselines (CMQG)
We portray the problem of code-mixed question
generation with respect to sequence to sequence
learning where the input sequence comprises of
Hindi question and the output sequence is the code-
mixed EN-HI question. A seq2seq with attention
(Sutskever et al., 2014; Bahdanau et al., 2014) net-
work is trained using the default parameters of Ne-
matus (Sennrich et al., 2017). The training dataset
of the pair of Hindi translated question and code-
mixed questions from CM-SQuAD dataset (c.f.
Section 5.2) is used for training the seq2seq net-
work. We evaluate the network on the manually
created CMQG dataset (c.f. Section 5.1).

5.5.2 Baselines (CMQA)
To compare the performance of our proposed
CMQA model, we define the following baseline
models.
1) IR based model: This baseline is our imple-
mentation of the WebShodh (Chandu et al., 2017)
with improvements in some existing components.
We replaced WebShodh’s support vector machine
based (SVM) based question classification with
our recurrent CNN based answer-type detection
network (c.f. Section 4.4). In spite of searching
the answer on the web (as WebShodh does), we
search it within the passage. We choose the high-
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Datasets→ CM-SQuAD (1) CM-MMQA (2)
Dev Test Test (2) Dev Test

Models EM F1 EM F1 EM F1 EM F1 EM F1
IR (Chandu et al., 2017) 5.82 9.51 5.02 8.92 - - 5.52 9.66 6.10 10.64
BiDAF (Seo et al., 2016) 21.44 29.18 21.63 28.45 22.26 37.54 22.38 33.10 22.09 32.82
R-Net (Wang et al., 2017b) 24.17 31.12 23.76 30.74 24.47 39.15 24.27 37.33 23.72 36.86

Proposed Approach 31.12 37.78 31.05 36.97 30.91 46.18 28.14 46.25 30.56 46.10
Table 3: Performance comparison of the proposed CMQA algorithm with the IR-based and neural-based
baselines. Test (2) refers the test set of CM-MMQA.

Models Accuracy Bleu ROUGE-1 ROUGE-2 ROUGE-L
Seq2Seq 39.24 52.18 53.28 56.05 52.11
Proposed
Algorithm 67.11 86.17 95.15 90.53 95.13

Table 4: Performance comparison of the proposed
CMQG algorithm with seq2seq baseline.

est ranked answer as our final answer.
2) R-Net (Wang et al., 2017b): This is a deep
neural network based comprehension reading (RC)
model. We train the R-Net model with the hyper-
parameters as described in Wang et al. (2017b).
3) BiDAF (Seo et al., 2016): This is another
state-of-the-art neural model for RC. We trained
this model with the same hyperparameters as given
in (Seo et al., 2016).

6 Results and Analysis

We demonstrate the evaluation results of our
proposed CMQG algorithm on the HinglishQue
dataset in Table 4. For evaluation, we employed
three annotators who were instructed to assign the
label (same or different) depending upon whether
the system generated and manually created ques-
tions are similar or dissimilar. The agreement
among the annotators was calculated by Cohen’s
Kappa (Cohen, 1960) coefficient, and it was found
to be 92.45%. Evaluation of question generation

Model
Components

CM-SQuAD CM-MMQA
EM F1 EM F1

Proposed 31.12 37.78 28.14 46.25
(-) Convolution 29.46 36.14 26.19 43.76

(-) Bilinear Attention 26.42 33.31 25.36 41.29
(-) Answer-type Focused 28.41 35.14 26.69 42.37

Table 5: Effect of the various components of the
CMQA model on the development set of CM-
SQuAD and CM-MMQA dataset. (-) X denotes
the model architecture after removal of ‘X’.

shows that our proposed CMQG algorithm per-
forms better than the seq2seq based baseline. One
reason could be the insufficient amount (16, 632)

of training instances and the out-of-vocabulary
(only 62.35% words available in the vocab) is-
sue. Performance improvement in our proposed
model over the baseline is statistically significant
as p < 0.05. In literature, we find only one
study on English-Hindi code-mixed question clas-
sification i.e. Raghavi et al. (2015). They used
only 1, 000 code-mixed questions, and used Sup-
port Vector Machine (SVM) to classify the ques-
tions into coarse and fine-grained answer-types.
They reported to achieve 63% and 45% accura-
cies for coarse and fine-grained answer-type de-
tection, respectively under 5-fold cross validation
setup. In contrast, we manually create 5, 535 code-
mixed questions and train a CNNmodel that shows
87.21% and 83.56% accuracies for coarse and fine
answer types, respectively, for the 5-fold cross val-
idation.
Results of CMQA for both the datasets are

shown in Table 3. Performance of IR based base-
line (Chandu et al., 2017) on both the datasets are
poor. This may be because Chandu et al. (2017)’s
system was mainly developed to answer pure fac-
toid questions based only on the named entities
denoting person, location and organization. How-
ever, the datasets used in this experiment have dif-
ferent types of answers beyond the basic factoid
questions. We also perform a cross-domain exper-
iment, where the test data of CM-MMQA is used to
evaluate the system trained on CM-SQuAD. Per-
formance improvements in our proposed model
over the baselines are statistically significant as
p < 0.05. Experiments show that the perfor-
mance of CM-MMQA is better than CM-SQuAD.
This might be due to the relatively smaller length
passages in CM-MMQA, extracting answers from
which are easier.
We perform ablation study to observe the effects

of various components of the CMQA model. Re-
sults are shown in Table 5. The component con-
volution refers to the convolution operation per-
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Sr.
No. Reference Questions System Generated Questions

1 Maharaja Ranjit Singh ne Mandi par kab occupy kar
liya tha?

Maharaja Ranjit Singh ne Mandi par kab Czechoslo-
vakia kar liya tha?

2 Babur kaa death kab ho gaya tha? Babur kaa died kab ho gaya tha?
3 IMF kaa primary purpose kya hai? Imef kaa primary purpose kya hai?
4 Demographics kya hai? Population kya hai?

Table 6: Some examples from the HinglishQue dataset depicting the errors occurred. The correct and
incorrect words in the questions are denoted with bold and italic fonts, respectively.

formed before the Bi-GRUs in sequence encoding.

6.1 Error Analysis
We analyze the errors encountered by our CMQG
and CMQA systems. The CMQG algorithm uses
several NLP components such as PoS tagger, NE
tagger, translation, transliteration etc. The errors
occurred in these components propagate towards
the final question generation. We list some of the
major causes of errors with examples in Table 6.
As in (1), the algorithm could not find the correct
lexical translation from the lexical table itself and
therefore selected an irrelevant word ‘Czechoslo-
vakia’ instead of ‘occupy’. In (2) and (4), the algo-
rithm picked the words ‘died’ and ‘population’ in-
stead of ‘death’ and ‘demographics’, respectively.
It could be because the word ‘died’ and ‘popu-
lation’ have higher n-gram frequencies compared
to the words ‘death’ and ‘demographics’ in the n-
gram corpus. In (3), the system generated incorrect
word (‘imef’) instead of ‘IMF’. Here, the Hindi
word ‘आईएमएफ’ is incorrectly tagged as ‘Other’
instead of ‘Organization’. Thereafter, the translit-
eration system provides an incorrect transliteration
(‘imef’) of the abbreviated Hindi word ‘आईएमएफ’
(Trans: IMF).
We observe that sometimes our CMQA sys-

tem incorrectly predicts the answer words which
are actually very close to some other word in the
shared embedding space ( (c.f. section 5.4), and
hence gets high attention score in the bilinear atten-
tion module. For example, in this passage ‘...India
was ruled by the Bharata clan and ...’, the system
predicted the answer ‘India’ instead of ‘Bharata’
(reference answer) because the word ‘Bharata’ is
the transliteration form ofभारत andभारत is the cor-
rect translation form of the word ‘India’.
Our close analysis to the prediction of CM-

SQuAD and CM-MMQA development data re-
veals that the systems suffer mostly due to the er-
rors where the answer strings are relatively longer.
The CM-MMQA dataset has some definitional

questions (requires at least one-sentence long an-
swer). We evaluate the performance on CM-
MMQA dataset after removing those questions
(92), and obtain the EM and F1 scores of 40.50%
and 53.73%, respectively. These are much higher
(28.14%, 46.25%) than the model where all the
questions are considered. Due to ambiguity in se-
lecting answers (between two candidate answers,
location type answer) the system sometimes pre-
dicts incorrectly. We also observed some other
types of errors which were mainly due to the con-
text mismatch as well as long-distance dependence
between the answer and the context words.

7 Conclusion

In this work, we have proposed a linguisticallymo-
tivated unsupervised algorithm for CMQG and a
neural framework for CMQA. We have proposed
a bilinear attention and answer-type focused neu-
ral framework to deal with CMQA. We have eval-
uated the performance of CMQG on manually cre-
ated code-mixed questions involving English and
Hindi. For CMQA, we have created two CMQA
datasets. Experiments show that our proposed
models attain state-of-the-art performance. In the
future, we would like to scale our work for other
code-mixed languages.
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