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Introduction

The 2018 Conference on Computational Natural Language Learning (CoNLL) is the 22nd in the series
of annual meetings organized by SIGNLL, the ACL special interest group on natural language learning.
CoNLL 2018 will be held on October 31 - November 1, 2018, and is co-located with the 2018 Conference
on Empirical Methods in Natural Language Processing (EMNLP) in Brussels, Belgium.

CoNLL 2018 followed the tradition of previous CoNLL conferences in inviting only long papers, in
order to accommodate papers with experimental material and detailed analysis. The final, camera-ready
submissions were allowed a maximum of nine content pages plus unlimited pages of references and
supplementary material.

CoNLL 2018 received a record number of 295 submissions in total, out of which 5 had to be rejected for
formal reasons and 16 were withdrawn by the authors during the review period. Of the remaining 274
papers, 57 papers were chosen to appear in the conference program, with an overall acceptance rate of
20.8%. One of these was withdrawn after the notification, resulting in 56 papers for the final program:
16 were selected for oral presentation, and the remaining 40 for poster presentation plus lightning oral
presentation. All 56 papers appear here in the conference proceedings.

CoNLL 2018 features two invited speakers, Asifa Majid (University of York) and Max Welling
(University of Amsterdam / CIFAR). As in recent years, it also features two shared tasks: one on
Universal Morphological Reinflection and one on Multilingual Parsing from Raw Text to Universal
Dependencies. Papers accepted for the shared tasks are published in companion volumes of the CoNLL
2018 proceedings.

We would like to thank all the authors who submitted their work to CoNLL 2018, and the program
committee for helping us select the best papers out of many high-quality submissions. We are grateful to
the many program committee members who did a thorough job reviewing our submissions. Due to the
the growing size of of the conference, we also had area chairs, for the first time, supporting the CoNLL
organization. We were fortunate to have 12 excellent areas chairs who assisted us greatly in selecting the
best programme:

Marine Carpuat, University of Maryland, USA

Paul Cook, University of New Brunswick, USA
Vera Demberg, Saarland University, Germany
Graham Neubig, Carnegie Mellon University, USA
Sebastian Pado, University of Stuttgart, Germany
Siva Reddy, Stanford University, USA

Roi Reichart, Technion, Israel

Alan Ritter, Ohio State University, USA

Tim Rocktischel, University of Oxford, UK
Mehrnoosh Sadrzadeh, Queen Mary University of London, UK
Sameer Singh, University of California, Irvine USA
Yulia Tsvetkov, Carnegie Mellon University, USA

We are immensely thankful to Julia Hockenmaier and to the members of the SIGNLL board for their
valuable advice and assistance in putting together this year’s program. We also thank Ben Verhoeven,
for maintaining the CoNLL 2018 website and Miikka Silfverberg for preparing the proceedings for the
main conference. Finally, we would like to thank our hard working assistants, Phong Le and Edoardo
Ponti, for their great support with the conference administration and publicity.
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Finally, our gratitude goes to our sponsors, Google Inc. and Textkernel, for supporting the conference
financially.

We hope you enjoy the conference!

Anna Korhonen and Ivan Titov

CoNLL 2018 conference co-chairs
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Keynote Talk
Inductive Bias in Deep Learning

Max Welling

Deep learning is often considered a ‘black box’ predictor, that is, a highly flexible mapping from input
variables to target variables which is hard to interpret. In almost all other scientific disciplines researchers
build highly intuitive models with few variables in which decades of accumulated expertise is embedded.
Not surprisingly, black box models need a lot of data to be successful as predictors while generative
models need much less data. One natural question to ask is if we can inject more inductive bias in black
box models, such as deep neural networks.

We will look at two different ways to achieve this. First, data often has certain symmetries, i.e. a satellite
image will have no useful information in the orientation of the objects of interest. This is of course
similar to the fact that in natural images there is typically no useful information in the absolute location
of the objects. Convolutions implement the latter inductive bias and lead to very significant gains in terms
of data efficiency. We will argue that there may be other symmetries present in data (such as orientation)
which can also be hardcoded in a deep architecture and result in data efficiency gains. We will illustrate
this idea in pathology slide analysis.

A second way to inject inductive bias into predictors is to consider the data generating process of the
data. I will argue that for certain tasks, such as image reconstruction, the generative process can be
directly embedded into the classifier by, at every layer of the network, comparing the data generated by
the current reconstruction with the observations and feeding the difference back into the network. We
will illustrate the resulting model, which we call the “Recurrent Inference Machine” on the task MRI
image reconstruction.
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Keynote Talk
Semantic Spaces Across Diverse Languages

Asifa Majid

Across diverse disciplines there is a wide-spread assumption that natural languages are equally express-
ible: anything that can be thought can be said. In fact, words are held to label categories that exist
independently of language, such that language merely captures these pre-existing categories. In this talk,
I will illustrate through cross-linguistic comparison across diverse domains that named distinctions are
not nearly as self-evident as they may seem on first examination. Even for basic perceptual experiences,
languages vary in which notions they lexicalise, and which concepts are coded at all. Crucially, in order
to develop a universal theory of semantics, scholars must first seriously engage with the cultural variation
found worldwide.
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