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here, but I am dubious of  the effectiveness of  trying to 
incorporate  a crash course in linguistic fundamentals  
into a course  in CL. To be fair, I also think that logic at 
a level that Allen presupposes  (and that linguists do not 
automatically acquire as a part  of  their training) ought to 
be required, too, plus some formal language and autom- 
ata theory.  

At a level of  fine detail, there are a number  of  glitches 
of  various kinds, ranging f rom solecisms like confusion 
of term and referent (e.g.: " F o r  example,  the NP the  
f i s h  is ambiguous between being a single fish and being 
many  f ish"  (p . l l ) )  to badly chosen examples .  As an 
instance of  the latter I offer the sentence I t ' s  imposs ib le  
f o r  you  to have  s een  the m o o n  in our  car, be c ause  it 
wou ldn ' t  f i t ,  given on p.256 as a case of  an inherently 
anomalous  NP  ( the m o o n  in our  car) losing its anomaly 
in context.  I would have thought that the sentence in 
question shows how world knowledge would enable one 
to know that the sequence the  m o o n  in our  car  was not  
an NP in this context ,  or at least not one in which the 
preposit ional  phrase  functions as a restrictive modifier 
of  the head (in which case the anomaly  is not there to 
begin with). I would add, less as a criticism than as a 
suggestion for amplification in a later edition (which 
may well come about),  that the discussion on non- 
intersective adjectives on p. 291f take into account  the 
extensive t rea tment  of  the semantics of  such items to be 
found in Keenan  and Faltz (1985). Finally, I should 
mention that numerous pages of  the copy I received had 
large black smudges in the margins.  

The foregoing reservat ions aside, I think that this is a 
good effort at a systematic  and comprehens ive  introduc- 
tion to the field of  CL. 
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NOTES 

1. I do, however, disagree with the following remark: "It is impor- 
tant to realize that you do not store features and make agreement 
checks just so that you can detect illegal sentences. Making 
judgements on grammar is not a goal of computational linguistics" 
p. 10. Systems like CRITIQUE, n6 EPISTLE (Heidorn et al. 
1982) are intended to do precisely that (among other things). 

2. I have a stylistic quibble with Allen's reference on p. 178 to Mitch 
[sic] Marcus; full names should be used in formal exposition. 

3. I use quotes here since, strictly speaking, production would be a 
better term. The word generate in its technical sense really means 
nothing more than "define", and its use as a synonym for produce 
merely perpetuates ancient conceptual confusions. 
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R e v i e w e d  by 
B r u c e  Bal lard  
A T & T  Bel l  Labora tor i e s  

This short book describes an implemented natural lan- 
guage sys tem called Cleopatra,  which, in its 7,000 lines 
of  Franz Lisp, seeks to provide an interface for use in a 
CAD system. Since the existing application involves 
circuit design, the work is reminiscent of  the S O P H I E  
system (Brown and Burton 1975). An example  sentence 
that illustrates the level of  sophistication toward which 
Cleopatra  strives is, "Wha t  is the voltage at n13 after 
the voltage at nl reaches 2 v and before the voltage at 
n23 reaches 3 v ? "  Most of  the book  discusses the 
sys tem's  t reatment  of  syntax,  in accordance with the 
finding that " the  pragmatics  and the semantics required 
for as limited a sub-domain as ours are very small 
subsets of  the pragmatics  and semantics required gen- 
era l ly" .  

Cleopatra is predicated on the belief that " the  design 
of a natural language interface for CAD cannot  be based 
on prior assumptions about  which English constructions 
will be useful"  and the further suggestion that " the  
complexi ty  and diversity of  the CAD d o m a i n . . ,  render 
previous approaches  to natural language interfaces of  
little practical utility for our pu rposes . "  From the 
evidence supplied in the book,  however ,  I remain to be 
convinced that the subset of  the CAD domain addressed 
to date is in fact more complex or more diverse than 
what has been studied and reported on in the literature. 
Neither  do I believe the techniques presented,  though 
interesting in their own fight, render  the chosen domain 
more approachable  than a thoughtful a t tempt  at using 
existing techniques would have. 
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To provide some details, Cleopatra's parsing is "lex- 
ically driven" in that "each word in the input sentence 
invokes procedures that direct the parsing process". 
Samad observes that "we can invoke any arbitrary 
function when evaluating a constraint". Similarly, the 
integration procedures that build meaning structures 
may also involve "arbitrary Lisp functions". 

Cleopatra attacks ambiguity by use of "confidence 
levels" related to such phenomena as "the relative 
frequencies of occurrence of different senses of a word, 
the likelihood of particular structure% and the corre- 
spondence of conjuncts". Parsing is viewed as a parallel 
process, but the author clearly and honestly states that 
the existing program is breadth-first. 

While the author claims to have achieved a "sharp 
contrast to the limited domains of previous natural 
language interfaces", I cannot concur. Although he 
does handle certain issues in greater detail than have 
most previous systems (for example,, time references 
and some types of conjunction), there are also, as he so 
often and honestly admits, many typical distinctions 
that have been largely ignored (apparently, without 
suffering a great loss). For example, the system "is not 
very sophisticated about auxiliaries or adverbs" and 
does not yet "know about" person or number. 

Samad suggests that the "final determinant" of a 
system with the practical aspirations of his is the 
evaluation it receives from its intended users. But his 
claim that "Cleopatra is more than a vehicle to demon- 
strate the feasibility of our ultimate goal. It is a useful 
CAD tool" is simply not substantiated. Although "we 
are confident that experimental studies will confirm the 
utility of Cleopatra", there's no indication that such 
investigations have been conducted. 

In conclusion, the author is to be commended for his 
interest in building a complete system that can be used 
for some meaningful purpose. His frank and honest 
discussion of the details and limitations of his work are 
also to be praised, and the presence of some inherently 
interesting example sentences in the domain under 
study should be mentioned. However, I find little in the 
book that helps clarify any problems of language proc- 
essing, nor do I suspect the techniques presented can 
provide any "value added" over what's available from 
existing literature. I am also disappointed by the fact 
that most of the book concerns implementational issues 
discussed at the level of data structures. Although I 
cannot recommend the book as a text, it could certainly 
be found useful as a case study. 
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This book anthologizes a number of papers dealing with 
mathematical models of, and mathematical claims 
about, human languages. The collection begins with a 
stage-setting paper by Stanley Peters, "What is mathe- 
matical linguistics?" and gives the last word to Gerald 
Gazdar and Geoffrey K. Pullum in their "Computa- 
tionally relevant properties of natural languages and 
their grammars". The papers in between are grouped 
into three sets: 

Early nontransformational grammar: 
Janet Dean Fodor, "Formal linguistics and formal logic". 
Emmon Bach and William Marsh, "An elementary proof of 

the Peters-Ritchie theorem". 
Thomas Wasow, "On constraining the class of transforma- 

tional languages". 
Gilbert H. Harman, "Generative grammars without trans- 

formation rules: A defense of phrase structure". 
P. T. Geach, "A program for syntax". 
Modern context-free-like models: 
Geoffrey K. Pullum and Gerald Gazdar, "Natural lan- 

guages and context-free languages". 
Gerald Gazdar, "Unbounded dependency and coordinate 

structure". 
Hans Uszkoreit and Stanley Peters, "On some formal 

properties of metarules". 
Emmon Bach, "Some generalizations of categorial gram- 

mars". 
More than context-free and less than transformational 
grammar: 
Joan Bresnan et al., "Cross-serial dependencies in 

Dutch". 
Stuart M. Shieber, "Evidence against the context-freeness 

of natural language". 
James Higginbotham, "English is not a context-free 

language". 
Christopher Culy, "The complexity of the vocabulary of 

Bambara". 
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