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concentrated on the role of prior discourse, and has 
developed a procedure t ha t  handles a wide variety of 
noun phrase types, including pronouns and missing noun 
phrases, using a focusing algorithm based on surface 
syntactic structure (Dahl, submitted for publication). 
NYU, as part of its work on the domain model, has devel- 
oped a procedure t ha t  can identify a component  in the 
model from any of the noun phrases t ha t  can name that 
component  (Ksiezyk and Grishman, submitted for publi- 
cation). After further development, these procedures will 
be integrated into a comprehensive noun phrase semantic 
analyzer. 

4.5.3. TIME ANALYSIS (SDC) 

SDC has started to develop a module to process time 
information. Sources of time information include verb 
tense, adverbial time expressions, prepositional phrases, 
co-ordinate and subordinate conjunctions. These are all 
mapped into a small set of predicates expressing a partial 
time ordering among the states and events in the 
message. 

4.6. DOMAIN MODEL (NYU) 

The domain model captures the detailed information 
about the general class of equipment, and about the 
specific pieces of equipment involved in the messages; 
this information is needed in order to fully understand 
the messages. The model integrates par t /whole  informa- 
tion, type/ instance links, and functional information 
about the various components (Ksiezyk and Grishman, 
submitted for publication). 

The knowledge base performs several functions: 
• It provides the domain-specific constraints needed for 

the semantics to select the correct arguments for a 
predicate, so that modifiers are correctly attached to 
noun phrases. 

• It enables noun phrase semantics to identify the correct 
referent for a phrase. 

• It provides the prototype information structures which 
are instantiated in order to record the information in a 
particular message. 

• It provides the information on equipment structure and 
function used by the discourse rules in establishing 
probable causal links between the sentences. And 
finally, associated with the components in the know- 
ledge base are procedures for graphically displaying the 
status of the equipment as the message is interpreted. 
These functions are performed by a large network of 

frames implemented using the Symbolics Zetalisp flavors 
system. 

4.7. DISCOURSE ANALYSIS (NYU) 

The semantic analyzer generates separate semantic 
representations for the individual sentences of the 
message. For  many applications it is important to estab- 
lish the (normally implicit) intersentential relationships 
between the sentences. This is performed by a set of 
inference rules t ha t  (using the domain model) identify 

plausible causal and enabling relationships among the 
sentences. These relationships, once established, can 
serve to resolve some semantic ambiguities. They can 
also supplement the time information extracted during 
semantic analysis and thus clarify temporal  relations 
among the sentences. 

4.8. DIAGNOSTICS (NYU) 

The diagnostic procedures are intended to localize the 
cause of failure of the analysis and provide meaningful 
feedback when some domain-specific constraint has been 
violated. We are initially concentrating on violations of 
local (selectional) constraints, and have built a small 
component  for diagnosing such violations and suggesting 
acceptable sentence forms; later work will study more 
global discourse constraints. 
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CALL FOR PAPERS 

ESCOL 86 

10-12 October 1986, University of Pittsburgh and 
Carnegie-Mellon University 

The 1986 Eastern States Conference on Linguistics will 
include demonstrations of natural language processing 
software. The invited speakers are Charles Fillmore and 
Lily Wang Fillmore from the University of California at 
Berkeley, Martin Kay from the Xerox Palo Alto 
Research Center, and George Miller f rom Princeton 
University. 

Original, unpublished papers on any topic of general 
linguistic interest are invited for the general sessions. For  
the special session, Linguistics at Work, we invite papers 
on applied linguistics, especially in the areas of language 
teaching and computational linguistics. 
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Abstract RECEIPT Deadline: 1 JUNE 1986. 
Six copies of a one-page anonymous abstract, along 

with a 3-by-5 card containing the name of the paper and 
the session (General or Special) for which it is intended, 
and the name(s), affiliation(s) and phone number(s) of 
the author(s), should be sent to 

ESCOL 86 
Department of Linguistics 
University of Pittsburgh 
Pittsburgh, PA 15260 

Twenty minutes will be allowed for the presentation of 
each paper, with an additional 10 minutes for discussion. 

CALL FOR PARTICIPATION 

CL AND AI BIBLIOGRAPHY 

Kuwait University is currently compiling an extensive 
bibliography in the areas of Computational Linguistics 
and Artificial Intelligence. The bibliography is meant to 
be of value particularly to universities and research 
centers that, like KU, are planning to start research and 
teaching in these areas. It will assist them to base their 
planning on state-of-the-art information in the field and 
to be aware of available resources. 

The bibliography will include information on books, 
journals, publisl3ed papers, technical reports, educational 
tools, and systems. 

We would appreciate information on any of the above 
categories, particularly on technical reports, tools for 
research, and systems. Information on systems should 
include: purpose of system, name(s) of designer(s), tech- 
nical features, limitations, programming language, hard- 
ware requirements, and availability for educational 
institutions. 

The bibliography will be published at the end of 1987. 
It may also be available on line through the European 
Academic Network. 

Please direct correspondence to: 
Ali Farghaly 
Kuwait University 
English Department 
P.O. Box 23558, Safat 13096 
Kuwait 

ANNOUNCEMENTS 

COMPUTER SPEECH AND LANGUAGE 

Academic Press has announced this new journal, which 
commenced publication in March 1986. The purpose of 
the journal is to publish reports of original research 
related to quantitative descriptions of the recognition, 
understanding, production, and coding of speech by 
humans and /o r  machines. 

The speech sciences have a long history, but it is only 
fairly recently that experirnentation with complex models 
of speech processes has become feasible. At present 

such research is carded out somewhat separately by prac- 
titioners of Artificial Intelligence, Computer  Science, 
Electronic Engineering, Linguistics, Phonetics, and 
Psychology. Appropriate areas of investigation include 
the use of constructive mathematical analyses, computer 
simulation, algorithms for pattern analysis, syntactic and 
linguistic structures, the establishment of models of 
human performance, and the use of computers in meas- 
urements. 

The journal will aim to provide a focus for this work 
and to encourage an interdisciplinary approach to prob- 
lems in the speech sciences. Thus, contributions from all 
of the related disciplines will be welcomed in the form of 
reports of theoretical or experimental studies, tutorials, 
and brief correspondence pertaining to models of speech 
communication and their implementation, or fundamental 
research leading to the improvement of such models. 

EDITORS 

Professor Frank Fallside 
University Engineering Dept. 
Trumpington Street 
Cambridge CB2 1PZ U.K. 

Dr. Stephen E. Levinson 
Acoustics Research Dept. 
AT&T Bell Laboratories 
600 Mountain Avenue 
Murray Hill, NJ 07974 USA 

Publication: Quarterly; Subscription: Volume 1, 1986 
Full rate $97.50/Personal rate $50.00 

For further information, a sample copy, or the 
Instructions to Authors, please write to: 

Journals Marketing Department 
Academic Press Inc. (London) Ltd. 
24-28 Oval Road 
London N W l  7DX, U.K. 

o r  

Journal Promotion Department 
1250 Sixth Avenue 
San Diego, CA 92101, U.S.A. 

IJCAI-89 

The Trustees of the International Joint Conferences on 
Artificial Intelligence, Inc. are pleased to announce that 
IJCAI-89 will be held 20-26 August 1989 in Detroit, 
Michigan, USA. Wolfgang Bibel, Technical University of 
Munich, has been elected Conference Chair; Sri Sridhar- 
an, BBN Laboratories, has been elected Program Chair; 
and Sam Uthurusamy of General Motors Research Labo- 
ratories has been appointed to chair the Local Arrange- 
ments Committee. Don Walker, Bell Communications 
Research, the I JCAII  Secretary-Treasurer, will also serve 
as Secretary-Treasurer for the conference. 

IJCAI-89 will be cosponsored by the American Associ- 
ation for Artificial Intelligence. All conference activities 
will be coordinated through the AAAI Office by Claudia 
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