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INTRODUCTION 

The authors thank Dr. Slocum for the opportunity to 
present the work on machine translation at Grenoble.  
The plan he has proposed for the contributions to this 
special issue was certainly a very good starting point, as a 
common frame to present various systems around the 
world. 

It is, however, inevitable that we could not completely 
fit into it, so that we have sometimes taken some liberty 
for which we hope to be excused. 

1 PROJECT HISTORY 

I.I DATES AND FUNDING SOURCES 

Founded in 1972, GETA is one of the laboratories of the 
Computer  Science Depar tment  at Grenoble University. 
From its inception it was supported by CNRS, the French 
National Center  for Research, by means of association 
contracts renewed every four years, and by the Universi- 
ty, having the status of "University Research Team asso- 
ciated with CNRS". Also, several projects have been 
partially supported by contracts from the Ministries of 
Defense, Telecommunications, and Industry. 

Before that, in 1961, CNRS had created CETA 
(Centre d 'Etudes pour la Traduction Automatique) as a 
"laboratoire propre",  that is, a laboratory supported by 
CNRS funds and various contracts but not by the Univer- 
sity. 

From 1961 to 1971, CETA elaborated some basic 
software tools for MT, and experimented with it mainly 
on translation from Russian into French. Some investi- 
gations were also carried out into the analysis of German 
and Japanese. In 1971, a corpus including about 
400,000 running words had been translated from Russian 
into French, after several years of development of the 
various grammars and dictionaries (the "lingware", so to 
speak). 

The system was typically second generation: finite- 
state morphological analysis, augmented context-free 

syntactic analysis, direct mapping into a dependency 
analysis, procedural semantic analysis (using a special- 
ized low-level programming language to transform tree 
structures) into an interlingua (the famous "language 
pivot",  or "pivot  language"),  lexical transfer, syntactic 
generation (using the same low-level t ree-transformation 
language), and morphological generation (beginning with 
a recursive top-down procedure applied to the tree to get 
the correct order of the leaves, to be transformed into 
words). 

Since 1972, another approach has been followed that 
relies more on the use of SLLPs (Specialized Languages 
for Linguistic Programming);  that is, on procedural tech- 
niques like controlled production systems and heuristic 
programming. Also, a main goal has been to design the 
basic software and the various lingwares with a view to 
multilingual translation. 

A completely integrated programming environment 
(ARIANE-78) has been developed and used to build a 
variety of linguistic models, in order to test the general 
multilingual design and the various facilities for lingware 
preparation, debugging, and actual use, as well as for 
human pre- and post-editing. 

1.2 LANGUAGES TRANSLATED; PROJECT 
AND SYSTEM SIZES 

The first three subsections below describe the kinds of 
experiments performed at GETA. 

1.2.1 WRITING OF VERY REDUCED SCALE MODELS 

The writing of very reduced scale models is mainly 
oriented to training researchers in the methodology of 
MT and the use of the various SLLPs available under 
ARIANE-78. 

As an example, Feng Zhi Wei (ISTIC, Beijing) has 
written a small multilingual translation system from 
Chinese into Japanese, French, English, German,  and 
Russian, that (of course) uses the same analysis modules 
for all language pairs. 
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A transfer from English (using a bigger model of 
English analysis) to Chinese and a generation of Chinese 
has been produced by Ping Yang (ISTIC). In a similar 
way, using the same analysis of English, Professor Jun- 
Ichi Tsujii (of Kyoto University) conducted an exper- 
iment into English-Japanese translation. 

1.2.2 CONSTRUCTION OF SMALL SCALE MODELS 

The construction of small scale models - that is, with 
small dictionaries but medium size grammars - has been 
done for feasibility studies and training. 

A French-English system was constructed by J,Ph. 
Guilbaud and M. Dymetman in the framework of a feasi- 
bility study for the Ministry of Telecommunications 
during 1981. This system has recently been reused to 
implement a rough "self grading" technique to be used in 
connection with a translator work station (A. Melby, 
BYU). 

Another example is the development of a German- 
French system, using the same generation as the 
Russian-French system (see below). This work was 
started around 1979, with J. Ph. Guilbaud of GETA in 
charge of morphological analysis and transfer, and 
Professor Stahl (Paris) in charge of structural analysis. 

In cooperation with IFCI (Institut de Formation et de 
Conseil en Informatique, Grenoble), another system, 
BEX-FEX, has been developed for teaching purposes (B. 
Roudaud, S. Chappuy, and E. Guilbaud). The analysis is 
a simplified version of the IN1 analysis (see below), and 
the dictionaries are purposely very small (500 lexical 
units for each language). 

In order to give an idea of the complexity of such a 
system, rather than measure the number of grammatical 
rules, because they can be very simple or very complex, 
we measured the number of source lines of the grammars 
written in the SLLPs ATEF, ROBRA, or SYGMOR. 
BEX-FEX contains 

420 lines for the morphological analysis 
2500 lines for the structural analysis 

300 lines for the structural transfer 
1000 lines for the syntactic generation 

100 lines for the morphological generation 
Also in connection with IFCI, a feasibility study for an 

English-Arabic system was started in 1984. 

!.2.3 BUILDING OF LARGE SCALE SYSTEMS 

Large scale systems have been built at the level of labo- 
ratory prototypes. 

The largest system with regard to the vocabulary, and 
the most experimented with, is the Russian-French 
system RUB-FRB. According to an estimate made in June 
1984, the dictionaries contain 7000 Russian lexical units 
(about 17000 words) and 5600 French lexical units 
(about 16000 words). 

By "words", we mean here lenuna, that is, a normal 
form of an occurrence, usually used to identify an item in 
a "natural" dictionary. The various grammars contain 

1350 lines for the morphological analysis 
3100 lines for the structural analysis 

380 lines for the structural transfer 
930 lines for the syntactic generation 
120 lines for the morphological generation 

Since 1983 this system has been used to test an exper- 
imental "translation unit" using a production-oriented 
subset of ARIANE-78, PROTRA. Photocopies of techni- 
cal abstracts from the Referativnyij Zhurnal are regularly 
received by the unit, manually inputted, checked for 
typing errors (by using the morphological analyzer), 
machine translated, manually revised (using a multiwin- 
dow editor), and sent back. The revision effort includes 
the search for the source of errors encountered. 

As it is, and taking into account that manual input 
represents the major bottleneck, around 50 to 60 
abstracts per month (5000 to 7500 running words) are 
processed. Fields covered include space sciences and 
metallurgy. 

Next comes the English-Malay system (IN1-BM1). In 
1979, a cooperative project with USM (Universti Sains 
Malaysia, Penang) was launched. The aim of the project 
is to produce an English-Malay system for the translation 
of teaching material in technical fields. The level of labo- 
ratory prototype should be attained by the end of 1984, 
when systematic tests will be performed. 

The analysis part has been jointly developed by GETA 
and USM. It is the same that was mentioned earlier: 
having initially been started for this project, it has been 
reused for experiments of translation into other 
languages. As far as size is concerned, the dictionaries 
contain 1800 English lexical units (about 3000 words) 
and 1800 Malay lexical units (about 2700 words). The 
various grammars contain 

420 lines for the morphological analysis 
5000 lines for the structural analysis 

600 lines for the structural transfer 
1500 lines for the syntactic generation 
670 lines for the morphological generation 

More recently, a similar project was started with 
several Universities of Thailand (Chulalongkorn and 
Rakhamhaeng in Bangkok, Prince of Songkla in Had- 
Yai) for translation from English into Thai. 

Last but not least, ARIANE-78 and the related linguis- 
tic techniques have been selected as the basis for an 
industrial development, in the framework of the French 
National Project. After a preparation phase in 1982-83 
(ESOPE project), this project was formally launched in 
late 1983, with a group of private companies around SG2 
as industrial partners. 

1.2.4 PROJECT SIZES 

AS far as the number of people "engaged in the project" 
is concerned, no easy answer may be given, because of 
the multiplicity of the experiments. GETA itself has a 
core of about ten people engaged in software or ling- 
ware, plus a varying number of students, not working 
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directly on MT, and some visitors. The core includes two 
professors ant] eight research engineers and linguistics 
(supported by the CNRS), four of them constituting the 
Russian-French team. 

For the National Project, about nine or ten people 
from GETA or IFCI are working part or full time, while 
about the same number, coming from the industrial part- 
ners, are working full time (as of mid-1984). 

2 APPLICATION ENVIRONMENT 

2.1 PRE-/POST-EDITING 

Pre-editing is optional. In our terminology, pre-editing 
means that some conventional marks are inserted in the 
input text, which is not otherwise modified, by replacing 
words with "synonyms" or by rewriting parts to change 
the syntactical structure. When pre-editing is used, the 
inserted marks refer to some lexical ambiguity (for exam- 
ple, ambiguity between noun and verb), or indicate the 
scope of a coordination, the antecedent of a relative 
pronoun, etc. 

The structural analysis grammars are then organized in 
such a way that these marks, if any, are used first by the 
disambiguation modules. Until now, this technique has 
only been employed in the analysis of Portuguese (POR), 
by P. Daun-Fraga. 

Post-editing is necessary in all cases where high quali- 
ty of the output must be attained, as opposed to situ- 
ations where information gathering is the main purpose. 
ARIANE-78 contains a subenvironment for post-editing 
(REVISION), under which the revisor may simply use the 
multiwindow editor, or call the THAM subsystem, under 
which special tools are offered for manipulating and 
accessing a terminology file. 

2.2 HUMAN INTERACTION 

During translation, there is normally no human inter- 
action, with the possible exception of morphological 
analysis, where the operator may correct spelling errors, 
or insert items in dynamic dictionaries. We don't  normal- 
ly operate this way. 

Of course, for debugging purposes, the system may 
operate in a step-by-step way. 

2.3 INTEGRATION OF THE SYSTEM 

ARIANE-78 is a complete integrated environment for 
linguistic programming, debugging, and actual operation. 

3 GENERAL TRANSLATION APPROACH 

The method followed in all current systems written in 
ARIANE-78 is based on a combination of transfer and 
interlingua techniques. The process of translation is 
divided into three phases: analysis, transfer, and gener- 
"ation. The word "synthesis" might be more appropriate, 
but "generation",  as in "code generation" for compilers, 
is used. 

3.2 ANALYSIS 

This phase is performed by a sequence of two separate 
sub-phases: morphological analysis and structural analy- 
sis. 

3.1.1 MORPHOLOGICAL ANALYSIS 

The input is the source text, in ARIANE-78's internal 
transcription, with optional pre-editing marks, SCRIPT 
formatting commands, and special occurrences to stand 
for the hors-texte (figures, charts, equations, and other 
untranslatable material). 

The output is a "decorated" (annotated) AND/OR 
tree structure. The root identifies the text, and its deco- 
ration contains ULTXT as value of the UL (lexical unit) 
"variable" (property, in other terminologies). 

The nodes directly under the root correspond to the 
sentences, and contain the lexical unit ULFRA (FRA for 
phrase, meaning 'sentence' in French). 

The nodes at level 2, under the sentence nodes, corre- 
spond to the occurrences (running words), and contain 
the lexical unit ULOCC. 

Nodes at level 3 correspond to the result(s) of the 
morphological analysis. If a given result is "simple", the 
node contains the corresponding lexical unit, and all 
grammatical properties, as computed by the grammar. If, 
on the other hand, a result corresponds to the analysis of 
the occurrence as a compound word, the node at level 3 
contains the lexical unit ULMCP, and dominates a 
sequence of nodes containing the result of the morpho- 
logical analysis of the elements of the compound. 

The information contained in a solution node (always 
a leaf) is of the following types: 
• the lexical reference, or lexieai unit - a stnng; 
• grammatical information computed by the grammar 

from the information on the segments (affixes, root), 
coming from the dictionaries, such as derivation status, 
negation status, syntactic category and subcategory, 
number, tense, person, etc.; 

• the syntactic properties of the lexical unit (e.g., the 
syntactic valencies of a verb or an adjective), which 
come from the dictionaries; 

• the semantic properties of the lexical unit (semantic 
features and valencies), which also come from the 
dictionaries. 

3.1.2 STRUCTURAL ANALYSIS 

The goal of the structural analysis phase is to reach a 
level of interpretation that is far enough removed from 
the morphological and syntactic peculiarities of 
expression in the considered natural language to repre- 
sent in the same way various expressions having the same 
"meaning". Furthermore, the interface structure (the 
result of the structural analysis) keeps a trace of various 
more "superficial" levels. 

To be more concrete, the interface structure of a text 
is again a decorated tree structure, with the ULTXT and 

30 Computational Linguistics, Volume 11, Number 1, January-March 1985 



Bernard Vauquois and Christian Boitet Automated Translation at Grenoble University 

ULFRA nodes at levels 0 and 1. In a subtree correspond- 
ing to a sentence, 
• the geometry of the tree structure represents only a 

bracketing of the sentence in terms of syntagmatic 
classes (non-terminal categories) such as verbal clause, 
noun phrase, adjectival phrase, etc. 

• the relations between words or groups of words are 
expressed by linguistic attributes (called variables in 
ARIANE-78's terminology), such as syntactic function 
(SF), logical relation (RL), or semantic relation (RS). 
The syntactic functions may be "subject of a verb",  

"attribute of the subject", "attribute of the object",  
"modifier of a clause", etc. The logical relation variable 
expresses the relations between a predicate (predicative 
lexical unit such as a verb or certain type of adjective) 
and its arguments. For example, in the following utter- 
ances, the lexical units COMPOUND and CARBON are, 
respectively, argument 0 and 1 of the predicative lexical 
unit INCLUDE. 

The COMPOUND INCLUDES CARBON... 
CARBON is INCLUDED in the COMPOUND 
The INCLUSION of CARBON in the COMPOUND 

Arguments of predicates are sometimes elsewhere 
called inner cases. When a word or a group of words is 
related to a predicative unit, without being one of its 
arguments, we express this relation by some value of the 
semantic relation property. This is the case for circum- 
stantial complements (sometimes known as outer cases). 
Possible values of RS include cause, condition, conse- 
quence, manner, quantification, etc. 

Many other properties are contained in the nodes of 
the structure. Some are only ,"traces", that is, surface 
variables such as number or gender. Others are of higher 
level, for example the determination or actualization 
properties. 

As the units of translation are not restricted to be 
sentences, but may well include several sentences or 
paragraphs, it is possible to use the available context to 
solve anaphora, in case no suitable candidate is found in 
the sentence. The solution is expressed by copying some 
of the information relative to the referred element onto 
the node representing the anaphoric element. This node 
has the "reference" property set to the adequate value, 
as well as the "representat ive" syntactic category. 

3.2 TRANSFER 

The transfer is also performed in two sequential sub- 
phases: lexical transfer and structural transfer. 

3.2.1 LEXICAL TRANSFER 

During this step, target language lexical units are substi- 
tuted for the source language lexical units. Several cases 
must be considered. 
• simple-to-simple substitution 

• simple-to-complex substitution (a single source unit is 
translated by several target units, e.g., avec -*. by  m e a n s  

of) 
• complex-to-simple or complex-to-complex substitution 

(e.g., c o m p u t e r  sc ience  ~ in format ique ,  let . . . k n o w  

in fo rmer ) .  

Moreover,  the ~election of an appropriate substitution 
for a given lexical unit may be conditional. The condi- 
tion may be local, that is, it bears on the properties of the 
node under consideration (and perhaps some immediate 
neighbors), or global, in which case a wider context must 
be examined. 

Let  us give two examples. 
• syntactic valency: the English verb l ook  has at least four 

values for the object valency (for argument 1), namely, 
at, f o r ,  l ike,  af ter .  According to the syntactic structure 
that has been built, only one possibility remains after 
analysis (on the node containing look) .  We may then 
express the conditional substitution by an item in a 
TRANSF dictionary of the following (simplified) form: 

LOOK : if VALI=AT then 'REGARDER' 
elseif VALI=FOR then 'CHERCHER' 
elseif VALI=LIKE then 'S/OCCUPER' 
else 'RESSEMBLER' 

• presence or absence of an argument: the usual trans- 
lation of give  is d o n n e r  in French; however, if there is no 
first argument explicit in the sentence (e.g., J o h n  was 

g iven  a b o o k ) ,  the translation of give  may be recevoir, 

with the indication that the third argument of give  

becomes the first argument of recevoir  (e.g., Jean  a recu 

on livre).  

Basically, the TRANSF SLLP provides the means to 
write bilingual multi-choice dictionaries. Each node of 
the input tree is replaced by a subtree in the output tree. 
This subtree may be selected from several possibilities, 
according to the evaluation of a predicate on the attri- 
butes of the input node and its immediate neighbors. 

In simple cases, the selected subtree is reduced to one 
node. In more complex cases, the selected subtree may: 
• give several possible equivalents, for further testing in 

subsequent phases, or production of a multiple equiv- 
alent in the final translation (e.g., process  ~ processus  or 
procede  from Engfish into French). 

• express the prediction that the considered element may 
be part of a complex expression in the source language 
(e.g., let . . . k n o w ) .  In this case, the subtree will 
contain nodes describing the type of complex predicted, 
the other elements of the complex, and the translation 
of the complex (which may again be simple or 
complex). It will then be one of the tasks of the struc- 
tural transfer to confirm or disconfirm this prediction, 
by using the whole available context, and Co take appro- 
priate action; use the translation of the complex if 
"yes" ,  leave the simple translation if "no".  
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This organization has been consciously designed in 
order to limit tlhe cost of indexing in dictionaries: the lexi- 
cographers don't  have to write complex tree-transforma- 
tion rules. Instead, they write (static) subtrees of 
well-defined (sort of and/or)  forms, in which some of 
the information is later used as an indirect call to trans- 
formational procedures written by specialized computa- 
tional linguists in the structural transfer grammar. 

3.2.2 STRUCTURAL TRANSFER 

We have already begun to explain the role of the struc- 
tural transfer. 
• It must finish a part of the lexical transfer, by using 

the appropriate context to choose between several 
remaining equivalents (e.g., on the basis of the seman- 
tic features of other elements in the clause), and to 
handle the translation of complex expressions as 
explained above. 

• If there is no satisfactory universal representation of 
some phenomenon, the corresponding attributes of the 
target language are computed in a eontrastive way. 
This is now the case for aspect, tense, and modality of 
verbs, as well as for determination of noun phrases. 

• Finally, it may be necessary to perform true structural 
transfer operations, although this seldom occurs. In 
practice, we use this as a "safety net",  in cases where 
the higher levels of interpretation have not been 
computed by the analysis on some part of the text, so 
that a mapping between low-level structures is better 
than nothing. 

3.3 GENERATION 

Generation too is composed of syntactic followed by 
morphological generation. 

3.3.1 SYNTACTIC GENERATION 

Normally, the purpose of syntactic generation is to 
compute a surface syntactic structure from the interface 
structures. Starting with the semantic and logical 
relations, the syntactic functions have to be determined 
first, and then the syntagmatic classes are computed, in a 
top-down recursive manner. 

The choice between various syntactic structures may 
be guided by the values of the low-level attributes, as 
transferred or transformed by the transfer phase. For  
instance, we may give priority to a passive construction 
over an active construction, if the (target) interface 
structure contains the indication of passive. But this 
passive mark may well have been computed by the trans- 
fer (e.g., for an impersonal construction in French prefer- 
ably translated by a passive in English). 

Syntactic transfer will also be used to compute the 
correct order of the elements in the final translation, as 
well as all low-level information necessary for morpho- 
logical generation, such as number, person, tense, gender, 
etc. 

3.3.2 MORPHOLOGICAL GENERATION 

The left-to-fight sequence of the leaves of the tree result- 
ing from syntactic generation is the input to morphologi- 
cal generation (written in SYGMOR). 

The grammar directs the construction of the output 
occurrence(s) by testing the values of the attributes of 
the current node (and some other bounded context) and 
referring to dictionaries of strings, accessed by the UL or 
other variables, to get the various morphs to be combined 
(root, prefix, affixes, suffix . . . .  ). 

Also, purely morphological variations are handled by 
using string-transformation functions (e.g., elision in 
French, or generation of upper / lower  case codes). 

4 LINGUISTIC TECHNIQUES 

Basically, every linguistic phase is constructed by succes- 
sively writing two different sets of descriptions. 

The first is the analog of the set of specifications for a 
conventional program. We call it the static description of 
the desired correspondence, which is usually many-to- 
many. 

B. Vauquois and S. Chappuy have developed a 
formalism called static grammars (Chappuy 1983), not 
unlike M. Kay's unification grammar formalism but suit- 
able for the kind of structures we are accustomed to 
manipulate. 

A static grammar describes the correspondence 
between the strings of a natural language and their inter- 
face structures. Such a description is neutral with respect 
to analysis and generation, and does not express any 
particular strategy for computing the correspondence. 

We have yet to devise a similar formalism to describe 
the correspondence between interface structures of two 
given natural languages. 

The second part of the work consists in writing and 
debugging the dynamic (procedural) grammars in the 
appropriate SLLPs (ATEF and ROBRA for analysis, 
ROBRA and SYGMOR for generation). In the most 
recent applications, the analysis and generation structural 
grammars are, in effect, (manually) generated from the 
static grammar of the considered language. Moreover, it 
is possible to construct several dynamic grammars refer- 
ring to the same static grammar, in order to experiment 
with different strategies, trying to make the best of the 
various possibilities of heuristic programming available in 
the SLLPs. 

4.1 LOW LEVEL 

Morphological ambiguities are detected by the morpho- 
logical analysis phase and handed over to the structural 
analysis phase. If the analysis is successful, these ambi- 
guities are solved in the process (e.g., noun/verb ,  etc.). 
Some polysemic words may be handled .as well, if the 
semantic features associated to the different meanings 
are distinct enough to be separated by the agreement 
conditions incorporated in the grammar rules. 

32 Computational Linguistics, Volume 11, Number 1, January-March 1985 



Bernard Vauquois and Christian Boitet Automated Translation at Grenoble University 

4.2 HIGH LEVEL 

Although the units of translation are broader than 
sentences, the bulk of analysis and generation operates 
essentially at the sentence level. In all current applica- 
tions, there is no discourse analysis leading to some 
representation of the "hypersyntax" or "hyperse- 
mantics" of the complete unit. 

Nevertheless, the possibility to use a wider context is 
useful in some cases. We have already mentioned 
anaphoric resolution in anal3~sis. During transfer or 
generation, it also happens that a sentence of the source 
text is segmented into several shorter sentences, for styl- 
istic reasons. 

All dynamic grammars are written by using production 
rules (not phrase structure rules) of the various kinds 
available in the SLLPs. An important feature of 
ARIANE-78 is that all steps (from morphological analysis 
to morphological generation) may be ultimately consid- 
ered as describing transducers, not analyzers. 

5 COMPUTATIONAL TECHNIQUES 

5.1 DICTIONARIES 

Dictionaries are written in the SLLPs, and then compiled 
into some internal representation that includes a fast 
access method. At execution time, the dictionaries reside 
in virtual memory. 

ATEF dictionaries use a two-step hash-coding scheme, 
followed by an ordered-table representation (for morphs 
of the same length sharing the same initial or final char- 
acter). Access to a given item involves less than 100 
machine operations. 

TRANSF dictionaries use a quasi-perfect hash-coding 
scheme. SYGMOR dictionary access relies on dichotomy 
for the lexical units and on sequential search for /other  
variables. But, then, the latter dictionaries are always 
small and of bounded size anyway: they contain the 
prefixes, affixes, and endings. 

As a matter of fact, due to the compactness of the 
internal coding and to the speed of the access methods, 
dictionaries don't  raise any computational problem. 

5.2 GRAMMARS 

In ATEF, the grammar describes a finite-state non-deter- 
ministic transducer. It is implicitly divided into as many 
subgrammars as "morphological formats" (classes). 
Each item in a dictionary has such a format, which 
contains some static grammatical information, and is also 
referenced in the l.h.s, of one of several rules, which will 
be called in a non-deterministic way. 

The underlying mechanism for handling non-determin- 
ism is simple backtrack. However, heuristic functions 
may be called by the rules. Their effect is to "prune"  the 
search space in several predetermined ways. For  
instance, one of these functions says something like: if 
the application of the current rule leads to some solution, 

then don' t  compute the solutions that might be obtained 
from segments of strictly shorter length than the current 
one beginning at the same character. Another heuristic 
function is used to simply state that, if the rule leads to a 
solution, this solution should be the only one; previously 
computed solutions are discarded, and further possibil- 
ities are not examined. 

In ROBRA, there are several levels of control. First, a 
given transformational system (TS) has a given store of 
transformational rules (TR), which operate by substi- 
tution. Then there is a collection of grammars (TG), each 
made of an ordered subset of the TRs. The order is local 
to the grammar, and is interpreted as a priority order. 
Each TR may contain a recursive call to a (sub)TG or to 
a transformational subsystem (sub-TS). The top level of 
control corresponds to the TS (and its sub-TSs), and is 
described by means of a control graph (CG). The nodes 
of the CG are the TGs, and a special "exit grammar" 
(&NUL). Arcs bear conditions of the same type as l.h.s. 
of rules. 

ROBRA's interpreter submits the input tree to the 
initial grammar of the considered (sub)TS, and uses a 
built-in back-tracking mechanism to find the first path 
leading from this initial node to the next node, thereby 
applying the TGs found in the nodes, and traversing the 
arcs only if the attached conditions are verified by the 
current tree. In case of success, the result is the tree that 
reaches &NUL. In case of failure, the output is set equal 
to the input. 

A "simple" execution of a given TG is carried out in 
two steps. First, a parallel application of the TRs of the 
TG is performed, by selecting the maximal (according to 
some parameters) family of non-overlapping occurrences 
of rule schemas (l.h.s.) and applying the corresponding 
rules. Then, the recursive calls, if any, are executed, by 
submitting the appropriate subtrees to the called sub-TG 
or sub-TS. 

The execution of a TG in " exhaustive" mode consists 
in iterating simple executions of this TG until no rule is 
applicable any more. In "controlled" mode, a marking 
algorithm is used in order to strictly diminish the number 
of possible occurrences of rules at each iteration, ensur- 
ing termination of the process. Hence, it is possible for 
the compiler to statically detect possible sources of unde- 
cidability, just by checking the modes of the TGs, testing 
for loops in the CG, and verifying a simply condition on 
the form of the recursive calls. 

This kind of organization makes it possible to use text- 
driven strategies, which will operate differently on differ- 
ent parts of the (tree corresponding to the) unit of 
translation. 

The case of SYGMOR is more simple, because the 
underlying model is a finite-state deterministic transduc- 
er. For  each new node (leaf of the input tree), the inter- 
preter selects the first rtile whose l.h.s, is verified and 
executes it. Then, it uses the control part of the rule, 
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which consists of an ordered sequence of rules to be 
applied, some of which may be optional. Usually, 
SYGMOR grammars are fairly small. 

5.3 EFFICIENCY 

The basic software is programmed at various levels. The 
compilers and interpreters of the SLLPs are written in 
assembler or PL360, the monitor and the macro for the 
editor (XEDIT) in EXEC/XEDIT (IBM's VM/CMS's shell 
language). We can say something about efficiency on 
two levels. 

First, the efficiency of the programming itself. Appli- 
cations such as Russian-French use roughly 1 to 
1.5 Mipw (million instructions per word translated) of 
VCPU (virtual CPU), measured on a 4321, a 370, a 3081, 
or an Amdahl. More than 8 8 %  of this is used by 
ROBRA's pattern-matching mechanism, and less than 
10% by the "dictionary phases" (morphological analysis 
and generation, lexical transfer). Translation is 
performed using 2.5 Mbytes of virtual memory,  without 
any access to secondary storage during processing itself. 

Recently, we made a comparison with Kyoto Universi- 
ty 's system, whose design is similar to ARIANE-78's. In 
particular, the bulk of the computing time is used by 
GRADE, a SLLP of the ROBRA family. The system is 
programmed in UT-LISP and runs on a FACOM computer  
(Fujitsu), which is IBM-compatible and very fast (20 
Mips). 

It turns out that this MT system uses roughly 100 
times more Mipw than ARIANE-78, and 40 times more 
space. Taking into account the fact that there is only 
4 Mbytes of virtual memory  (divided by 2 for the  
purpose of garbage collection), that the garbage collector 
gobbles up 4 0 %  of the VCPU, and that the runtime 
access to the 30 to 40 Mbytes  of secondary storage 
(holding the lingware) takes 2 0 %  more, we end up with 
the net result that a LISP implementation (of this type of 
system) is 40 times more voracious in computer time and 
space than a low-level implementation. 

Of course, the amount of programming and mainte- 
nance effort is higher for the latter type of implementa- 
tion. At this point, it is worth remembering that in 
France, contrary to many countries, research labs usually 
have access to severely limited computer resources, and 
must pay for it. Natural Language Processing is very 
much an experimental science, and the designers of 
ARIANE-78 have felt they couldn't  provide the linguists 
with a system they might use for experimentations only 
about one or two weeks a year because of financial 
constraints. 

One possible reward of this painful kind of implemen- 
tation is that it seems possible to run the complete system 
on the PC/XT370, according to the specifications and 
descriptions published in Europe. 

A second level of comparison is by the computational 
methods used. For that, we may use old data from the 
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former CETA system (before 1971), or data from current 
systems such as METAL (University of Texas at Austin), 
or KATE (KDD, Tokyo),  based on augmented context- 
free formalisms. From some demonstrations and private 
communications, we got again the figure of 1 to 
1.5 Mipw, for systems written in LISP, and about 
40 times less for assembler-level implementation of the 
basic software. 

O u r  (perhaps too hasty) conclusion is that pattern- 
matching-based techniques are roughly 40 times costlier in 
VCPU than classical combinatorial methods (if 
programmed in a smart way, of course). 

However,  we have tried the latter kind of approach in 
the past, and ended up finding it quite difficult to main- 
tain a large scale system and to raise its overall quality. 
See Section 7 for further comments.  

6 PRACTICAL EXPERIENCE; EXPERIMENTAL RESULTS 

6.1 COST OF SYSTEM MAINTENANCE AND EXTENSION 

This cost is quite low, in terms of compute resources and 
of human effort. The compilers are quite efficient, the 
structure of dictionary and annex tools is designed to 
simplify indexing and correcting, and the modular char- 
acter of the grammars makes it quite easy to modify and 
debug them. 

6.2 HOW IS TESTING PERFORMED? 

Take the Russian-French application as an example. For 
testing, we use a set of corpora we retranslate each time 
a significant set of modifications has been incorporated 
in the lingware, and of course we translate new corpora 
that have just been inputted and checked for spelling 
errors. We then compare old and new translations of the 
first set, and revise the second. 

6.3 WHAT IS MEASURED? 

6.3.1 SPEED 

As mentioned earlier, we measure the VCPU time and 
deduce from it an estimate in terms of Mipw, which has 
proven to be quite stable over a variety of machines. 
Due to the differences in real memory  size and process- 
ing speed, the real time (even in a mono-user  situation) 
may lay anywhere from 100 words per hour to 5 words 
per second. 

6.3.2 QUALITY 

This is a difficult thing to measure. During revision, we 
do such a qualitative evaluation, by detecting all trans- 
lation errors and trying to find their origin, hence their 
gravity. 

However,  we would prefer to simply measure the time 
for human revision (without error hunting), as compared 
with the time for human revision of an average human 
rough translation of the same text. This kind of exper- 
iment has yet to be performed in a meaningful way. 
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6.4 COST EFFECTIVENESS, SUBJECTIVE FACTORS 

This has to be measured in some real situation, as said 
earlier. We strongly hope that the setting of the National 
Project will allow that kind of measurement to take place 
in a systematic way. 

7 ARGUMENTS RE CHOSEN TECHNIQUES 

7.1 AGAINST ALTERNATIVE METHODS 

7.1.1 INTERLINGUA 

First of all, we have tried an approximation of the inter- 
lingua ("pivot")  approach, and found it wanting. In the 
former CETA system, the pivot representation was of a 
hybr id  sort, using as vocabulary the lexical units of a 
given natural language, and as relations so-called 
"universals" corresponding to our current logical and 
semantic relations, plus abstract features such as seman- 
tic markers, abstract time and aspect, and so on. The 
problem here is threefold. 
• It is very difficult to design such a pivot in the first 

place, and ever more so if the vocabulary must also be 
independent of any particular natural language. 

• The absence of surface-level information makes it 
impossible to use contrastive knowledge of two 
languages to guide the choice between several possible 
paraphrases at generation time. 

• If the high-level representation cannot be computed on 
part of the unit of translation, the whole unit gets no 
representation, and hence no translation, or a word-by- 
word translation. This is already bad enough at the 
sentence level, and quite insufferable if the units are 
larger, in order to access a bigger context. 

7.1.2 PS-RULES 

Phrase structure (PS) grammars don' t  seem adequate for 
our purposes, even with all (not so recent) additions and 
niceties such as attributes, validation/invalidation 
between rules, attached transformations, etc. This is 
mainly so because the structures associated with the 
strings are grammar-dependent,  although they should be 
language-dependent invariants. 

Another problem comes from the monolithic aspect of 
such grammars, which makes them very difficult and ulti- 
mately impossible to understand and modify, although 
everything seems right at the beginning, with a few 
hundred rules. Stratification of the grammar in the 
METAL sense is just a device allowing conservation of 
results obtained in simple cases while rules are added to 
take care of more complex situations. For the latter, the 
grammar is just the collection of all rules, with no modu- 
larity. 

7.1.3 PURELY COMBINATORIAL METHODS 

Ambiguity is a fundamental problem in Natural 
Language Processing. Combinatorial methods tend to 
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compute all possibilities, perhaps weighting them, and to 
filter out the first one, the first N ones, or all of them. 
No heuristic programming is possible. 

If more than one result of analysis (or transfer) is 
produced, the source of the ambiguity is lost, so that the 
system must produce several distinct translations for the 
unit. Again, this is difficult to accept at the sentence 
level, and certainly unacceptable at the paragraph level. 

7.2 FOR CHOSEN METHODS 

7.2.1 CONSTRASTIVITY AND TRANSFER APPROACH 

If we are some day to attain the level of performance of 
an average or good translator, it is unavoidable to some- 
times rely on "rules of thumb",  which use surface-level 
information, and embody some  contrastive knowledge of 
the languages at hand. 

Moreover,  if the units of translation grow larger, the 
probability that  some part  cannot be completely analyzed 
at the most abstract levels of interpretation approaches 
certainty. 

Hence, we feel that the use of one (and not several) 
so-called "multilevel structure" for representing each unit 
is appropriate. As a matter  of fact, we consider such a 
structure as a generator of the various structures that 
have been implicitly computed at each level of interpreta- 
tion. 

This technique may be compared with the 
"blackboard"  technique of some AI systems. During 
analysis, the different levels of linguistic knowledge are 
used in a cooperative way, and not sequentially, as in 
previous systems. 

For example, some semantic information may be used 
to disambiguate at the syntactic level, as in the ?ollowing 
sentences: 

John drank a bottle of beer. 
John broke a bottle of beer. 

7.2.2 TRANSDUCERS RATHER THAN ANALYZERS 

Although procedural programming is notoriously more 
difficult than writing a collection of static rules used by a 
standard algorithm, leading to a yes or no answer, we 
consider it a lot better  in the situation of incomplete and 
fuzzy knowledge encountered in MT. It happens that the 
same position has recently gained ground in AI, with the 
construction of "expert  systems" that embody a lot of 
knowledge in their control and domain-specific heuristics. 

In our case, this amounts to using our SLLPs for 
"language engineering", in much the same way as usual 
programming languages are used for software engineer- 
ing. Starting from a kind of functional specification 
(expressed by means of static grammars),  the computa-  
tional linguist constructs a corresponding transducer in 
the t ime-honoured way of top-down decomposition and 
step-wise refinement. 
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7.2.3 TEXT-DRIVEN HEURISTIC PROGRAMMING 

Heur is t ic  p rogramming  and tex t -dr iven  s t ra tegies  seem 
more  adequa te  than  the use of  a very  complex  grammar ,  
whose  rules are  all t r ied,  even  in s imple cases. Exper -  
iments  have show that  the  f low of  cont ro l  ( f rom TG to 
TG) is s ignif icant ly d i f ferent  on d i f ferent  par t s  ( subt rees)  
of  the  t rans la t ion  units.  

7.2.4 FAIL-SOKI" MECHANISMS 

In the set t ing of  s econd-gene ra t i on  systems,  based  o n  

implici t  r a the  S than  expl ici t  unders tand ing ,  a paral le l  can 
be  made  with compi lers  for  p rog ramming  languages.  W e  
d o n ' t  wan t  our  " supe rcompi l e r s "  (for  na tura l  language,  
that  is) to  s top  and p roduce  noth ing  if they  encoun te r  an 
i l l - fo rmed clause somewhere  in the unit  of  t ransla t ion.  

Ra ther ,  we wan t  them to p roduce  the bes t  t rans la t ion  
they  can,  under  all c i rcumstances ,  anno ta t ing  it with 
special  marks ,  ana logous  to  e r ror  and  warn ing  messages ,  
t o  be used  la ter  dur ing the  pos t -ed i t ing  and technica l  
revis ion of  the document .  

The  " sa fe ty  ne t "  made  of  the  mult ipl ic i ty  of  levels of  
in te rp re ta t ion  avai lable  on  the same s t ructure  makes  it 
poss ib le  to use a b r o a d  spec t rum be tween  high- level  and  
w o r d - b y - w o r d  t ransla t ion.  

8 FUTURE DIRECTIONS 

8.1 APPLICATION PLANS 

Immed ia t e  app l ica t ion  plans  are  all essent ia l ly  those  of  
the  F r e n c h  Na t iona l  Project .  As  first  ta rget ,  some k ind  
of  a i rcraf t  manuals  have  been  se lec ted  for  t rans la t ion  
f rom F r e n c h  into English.  C o m p u t e r  manuals  to be  
t rans la ted  f rom Engl ish into F r e n c h  m a y  follow. 

W e  also hope  to deve lop  cur ren t  coopera t ive  ef for ts  
and  ini t iate  new ones.  

8.2 RESEARCH PLANS 

Lexica l  knowledge  process ing  is one  of  the  most  impor -  
tant  research  topics,  f rom a prac t ica l  po in t  of  view. W e  
aim at designing a kind of  " i n t eg ra t ed  d i c t i ona ry"  where  
the " c o d e d "  and " n a t u r a l "  aspects  are  mixed.  Such 
dic t ionar ies  could  be used as re fe rence  or  in ter face  s t ruc-  
tures,  e.g.,  to  genera te  c o d e d  dic t ionar ies  in d i f fe ren t  
SLLPs for  var ious  s teps  of  MT, or  for  o the r  tasks,  such as 
spel l ing correc t ion ,  etc. 

G r a m m a t i c a l  knowledge  process ing  is be ing  invest i -  
gated.  The  formal i sm of  s tat ic  g rammars  is be ing  re f ined  
and  expe r imen ted  with  for  the  s t r ing- to - t ree  co r r e spond-  
ences ,  and  a small  t eam is cur ren t ly  designing a set  of  
sof tware  tools  to handle  a da t a  base  of  s tat ic  grammars .  
The  fo rmal i sm should  also be  e x t e n d e d  to t r ee - to - t r ee  
cor respondences .  M a n y  useful  ideas  can  be  t aken  over  
f rom cur ren t  work  on  specif icat ion,  proof ,  and  va l ida t ion  
of  p rog ramming  languages.  

A promis ing  topic  is the  in t roduc t ion  of  exper t  sys tems 
c ompone n t s  into s econd-gene ra t ion  MT sys tems in o rde r  
to add  some level of  "expl ic i t  unde r s t and ing"  in the  fo rm 
of  domain-spec i f i c  "ext ra l inguis t ic  k n o w l e d g e "  and 
typo logy-spec i f i c  "meta l inguis t ic  knowledge" .  

Resea rch  on  be t t e r  da ta -  and  con t ro l - s t ruc tures  for  
adequa te  SLLPs has been  c a r d e d  out. I t  should  be  
con t inued  and expe r imen ted  with.  
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