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This paper investigates several language phenomena either considered deviant by 
linguistic standards or insufficiently addressed by existing approaches. These include 
co-occurrence violations, some forms of ellipsis and extraneous forms, and conjunction. 
Relaxation techniques for their treatment in Natural Language Understanding Systems are 
discussed. These techniques, developed within the Augmented Transition Network (ATN) 
model, are shown to be adequate to handle many of these cases. 

1. Introduction 

Among the components  included in a Natural Lan- 
guage Unders tanding (NLU)  system is a grammar 
which specifies much of the linguistic structure of the 
utterances that can be expected. However ,  it is cer- 
tain that inputs that are ill-formed with respect to the 
grammar will be received, both because people regu- 
larly form ungrammatical utterances and because there 
are a variety of forms that cannot  be readily included 
in current grammatical models and are hence "extra-  
grammatical".  These might be rejected, but  as Wilks 
(1976)  stresses, "... understanding requires,  at the 
very least, ... some at tempt to interpret,  rather than 
merely reject, what seem to be ill-formed ut terances."  

This paper investigates several language phenomena 
commonly considered ungrammatical  or extra-  
grammatical and discusses techniques directed at inte- 
grating them as much as possible into the conventional  
f ramework of grammatical processing performed by 
NLU systems. A "normat ive"  grammar is assumed 

l This paper  is a revised and ex tended  version of a paper 
"Ungrammat ica l i ty  and Ext ra -Grammat ica l i ty  in Natural  Language  
Unders tand ing  Sys tems"  presented  at the 17th Annua l  Meet ing of 
the Associat ion for Computa t iona l  Linguistics,  San Diego, Califor- 
nia, Augus t ,  1979. 

which specifies the structure of wel l - formed inputs. 
Rules that are both  manually added to the original 
grammar and, by relaxing the constraints of the gram- 
mar, automatically constructed during parsing analyze 
the ill-formed input. The ill-formedness is shown at 
the completion of a parse by an indication of its devi- 
ance from a fully grammatical  structure. We have 
been able to accomplish this while preserving the 
structural characteristics of the original grammar and 
its inherent efficiency. 

The Augmented Transition Network (ATN) model 
was chosen as the tool in which to express our ideas, 
and a basic understanding of this model  is assumed 
throughout  the paper. 2 However ,  we believe our ideas 
are more general in scope than the ATN implementa- 
tion may suggest. Similar ideas have recently been 
integrated into the Augmented Phrase Structure Gram- 
mar model by Miller, Heidorn,  and Jensen (1981).  

Some of the phenomena discussed have been con- 
sidered previously in particular NLU systems, as, for 
example, the ellipsis handling in L IFER described in 
Hendrix,  Sacerdoti ,  Sagalowicz, and Slocum (1978).  
Similar methods for processing conjunction have been 

2 For  a t ho rough  in t roduc t ion  to the  A T N  formal ism,  see 
Bates  (1978) .  
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used in the L U N A R  sys tem as discussed in Woods  
(1973).  In linguistic studies, C hom s ky  (1964)  and 
Katz  (1964),  among others,  have considered the treat-  
ment  of ungrammatical i ty  within the Transformat ional  
Genera t ive  model. Con tempora ry  studies closest to 
ours are those of Weischedel and Black (1980) and 
Hayes  and Mourad ian  (1980) .  Similarities will be 
pointed  out as our  techniques  are presented.  The 
present  study is distinguished by the range of phenom-  
ena considered, structural and efficiency goals, and the 
inclusion of techniques in one uniform framework.  

This paper  surveys these problems,  discusses mech-  
anisms aimed at solving them, and discusses how these 
mechanisms are used. At  the end, some limitations are 
discussed and extensions suggested. Unless otherwise 
noted,  all ideas have been tested through implementa-  
tion. A more detailed discussion of all points may be 
found in Kwasny (1980).  

2. Language  P h e n o m e n a  

Throughout  this paper  we will argue that  success in 
handling ungrammat ica l  and ex t ra -g rammat ica l  input 
depends on two factors.  The first is the identification 
of types of i l l -formedness and the pat terns  that  they 
follow. The second is the relating of i l l -formed input 
to the parsing path  of a grammatical  input the user 
intends.  This sect ion introduces the types  of ill- 
formedness  we have studied and discusses their rela- 
t ionship to grammat ica l  s t ructures  in terms of A T N  
grammars .  

2.1 Co-Occurrence  Violat ions  

Our first class of errors  is connec ted  to co- 
occurrence restrictions within a sentence.  There  are 
many  occasions in a sentence where two or more  parts  
must  agree, as in the following examples  (an asterisk 
"*"  indicates an i l l - formed or ungrammat ica l  sen- 
tence):  

*Draw a circles. 

*I, along with many  other  Germans ,  are 
concerned about  the Russian threat.  

*I will stay f rom now under midnight. 

The errors in the above involve coordinat ion be tween 
the italicized words. The first and second examples 
illustrate simple agreement  problems.  The third in- 
volves a complicated relation among at least the three 
italicized terms. 

Such phenomena  do occur naturally. For  example,  
Shores (1977)  analyzes f if ty-six f reshman  English 
papers  writ ten by black college students and reveals 
pat terns  of nons tandard  usage ranging f rom uninflect-  
ed plurals, possessives, and third person singulars to 
overinflect ion (use of inappropr ia te  endings). 

In A T N  terms,  the significant blocks that  keep 
inputs with co-occurrence  violations f rom being parsed 
as t~ae user intended arise f rom a failure of a test on 
an arc or the failure to satisfy an arc type restriction, 
e.g., the failure of a word to be in the correct  catego-  
ry. The essential  b lock in the first example  above  
would likely occur  on an agreement  t e s t  on an arc 
accepting a noun. The essential  blockages in the sec- 
ond and third examples  are likely to come f rom failure 
of the arcs testing the verb and final preposi t ion,  re- 
spectively. 

2.2 Ellipsis and Ext raneous  T e r m s  

In handling ellipsis, the most  re levant  distinction to 
make  is be tween  contextual and telegraphic ellipsis. 
Contex tua l  ellipsis occurs  when a fo rm makes  sense 
only in the context  of other  sentences.  For  example,  
the form 

*President Reagan  has. 

seems ungrammatical  without the preceding question 

Who has a wife named  Nancy?  

Telegraphic ellipsis, on the other  hand, occurs when a 
form only makes  proper  sense in a particular situation. 
For  example,  the forms 

*3 chairs no waiting (sign in barber  shop) 

*Yanks split (headline in sports section) 

*Profit margins for each product  
(query submit ted to a N L U  system) 

are cases of telegraphic ellipsis with appropr ia te  situa- 
tions for their use noted in parentheses.  The third one 
is f rom an exper imenta l  s tudy of N L U  for  manage-  
ment  informat ion by Malhotra  (1975)  which indicated 
that  such forms must  be considered. 

Fur ther  evidence to just ify a s tudy of ellipsis is 
given by Thompson  (1980) who analyzes several  mod-  
es of communicat ion  and concludes that  an important  
subset  of ut terances  used in communica t ion  are frag- 
ments ,  not  sentences .  Of  par t icular  interest  in the 
analysis is the not ion of a terse question, which is a 
type of telegraphic ellipsis, and a terse reply, which is 
a type of contextual  ellipsis. In her h u m a n - t o -  
computer  experiments ,  she found 7 .6% terse questions 
and 10 .3% terse replies out of 882 parsed messages.  

Ano the r  type of ungrammat ica l i ty  c o m p l e m e n t a r y  
to ellipsis occurs when the user puts unnecessary  
words or phrases in an ut terance.  The reason for an 
extra word may be a change of intention in the middle 
of an ut terance,  an oversight,  or simply for  emphasis.  
For  example,  

*Did you ... did I erase any files? 

*List prices of single unit prices for  72 and 73: 

The second example  again comes  f rom Malho t ra  
(1975).  
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The best way to view il l-formedness in terms of the 
ATN is to think of the user as trying to complete  a 
pa th  through the grammar ,  but  having produced an 
input that  has too many  or too few forms necessary to 
t raverse all arcs. For  contextual  ellipsis, grammatical  
processing can be guided, in part,  by expectat ions of 
what  the form of the input will be. 

For  telegraphic ellipsis, it might be a rgued  that  the 
forms could be placed independent ly in the grammar,  
but since they allow so much variat ion compared  to 
grammatical  forms, including them with existing tech- 
niques would dramat ical ly  increase the size of the 
grammar.  Fur thermore ,  there is a real distinction in 
terms of completeness  and clarity of intent be tween 
grammatical  and ungrammatical  forms. Hence  we feel 
justified in suggesting special techniques for  their  
t rea tment  which will relate their structure to the nor- 
mative grammar.  

2.3 Conjunct ion  

Conjunct ion is an extremely common phenomenon,  
but it is seldom directly t reated in a grammar.  We 
have considered several types of conjunction. Simple 
forms of conjunction occur most  frequently,  as in 

John loves Mary and hates Sue. 

Gapping occurs when internal segments  of the second 
conjunct  are missing, as in 

John loves Mary  and Mary John. 

The list form of conjunction occurs when more than 
two elements are joined in a single phrase, as in 

John loves Mary,  Sue, Nancy,  and Bill. 

Correlat ive conjunction occurs in sentences to coordi- 
nate the joining of constituents,  as in 

John both loves and hates Sue. 

Conjunct ions  are general ly not included in gram- 
mars because, similarly to ungrammatical  forms, they 
can appear  in so many  places that  their inclusion 
would dramatically increase the size of the grammar.  

We see conjunction as similar to ellipsis. For  ex- 
ample,  we see some of t h e . a b o v e  as result ing f rom 
sentence-joining with elided forms: 

John loves Mary and John hates Sue. 

John loves Mary  and Mary loves John. 

John loves Mary,  John loves Sue, 
John loves Nancy,  and John loves Bill. 

This view of conjunct ion is consistent with views ex- 
pressed by Halliday and Hasan  (1976) and by Quirk, 
Greenbaum,  Leech,  and Svartik (1972).  

3. The M e c h a n i s m s  and H o w  They Apply 

In this section,  techniques are descr ibed for  ad- 
dressing the p h e n o m e n a  in t roduced in the previous 
section. All of the techniques follow a general para-  

digm of re laxat ion wherein  a normat ive  g rammar  is 
assumed which describes the set of acceptable  inputs 
to the system. During parsing, whenever  a relaxable 
arc cannot  be traversed,  a backt rack  point is created 
which includes the relaxed version of the arc. These 
alternatives are not considered until af ter  all possible 
grammatical  paths have been a t tempted,  thereby insur- 
ing that grammatical  inputs will be handled correctly. 
Relaxat ion of previously relaxed arcs is also possible. 
When processing is comple ted ,  a "deviance  no te"  
which describes how the input deviated f rom the ex- 
pected grammatical  form is passed along to other proc-  
essing components  of the system. 

3.1 Feature Relaxation Techniques  

The most  s t ra ightforward methods  of relaxation are 
those that  operate  at the lexical level. The principle 
involved is to permit  a word which is slightly inappro-  
priate to stand in place of the correct  word. Slight 
feature variations are present  in the lexical entry for 
the word found in the input when compared  to the 
expec ted  word. Two methods  of fea ture  re laxat ion 
have been investigated. 

Our first method involves relaxing a test on an arc. 
Test relaxation occurs when the test port ion of an arc 
contains a relaxable predicate and the test  fails. Two 
methods of test relaxation have been devised and im- 
plemented based on predicate type. Predicates can be 
designated by the g rammar  writer as either absolutely 
violable in which case the opposi te  value of the predi-  
cate is substi tuted for the predicate during relaxation 
or conditionally violable in which case a subst i tute 
predicate is provided. For  example,  consider the fol- 
lowing to be a test that  fails 

(AND 

(NUMBER-AGREE SUBJ V) 

(INTRANS V)) 

If  the predicate N U M B E R - A G R E E  was declared ab- 
solutely violable and its use in this test returned the 
value NIL,  then the negat ion of ( N U M B E R - A G R E E  
SUBJ V) would replace it in the test  creating a new 
arc with the test: 

(AND 

T 

(INTRANS V)) 

If I N T R A N S  were condi t ional ly  violable with the sub- 
sti tute predicate  TRANS,  then the following test  
would appear  on the new arc: 

(AND 

(NUMBER-AGREE SUBJ V) 

(TRANS V)) 
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Whenever  more than one test in a failing arc is viola- 
ble, all possible single relaxations are a t t empted  inde- 
pendently.  This is similar to a method of Weischedel 
and Black (1980).  

Chomsky  (1964) ,  in developing his ideas on de- 
grees of grammaticalness,  discusses the notion of or- 
ganizing word categories hierarchically. We have ap- 
plied and extended these ideas in our second method 
of relaxation called category relaxation. In this me-  
thod,  the g r ammar  wri ter  produces ,  along with the 
g rammar ,  a h ierarchy describing the relat ionship 
among  words,  categories ,  and phrase  types  which is 
used by the relaxation mechanism to construct  relaxed 
versions of arcs that  have failed. When an arc fails 
because of an arc type failure, i.e., because a part icu-  
lar word, category,  or phrase was not found,  a new arc 
(or arcs) may be created according to the description 
of the word, category,  or phrase in the hierarchy. Typ-  
ically, PUSH arcs will relax to PUSH arcs, C A T  arcs 
to C A T  or P U S H  arcs, and W R D  or M E M  arcs to 
C A T  arcs. Consider,  for  example,  the syntactic cate-  
gory hierarchy for pronouns  shown in Figure 1. For  
this example,  the category relaxation mechanism would 
allow the relaxation of  a C A T  arc identifying PER-  
S O N A L  pronouns  to include the entire P R O N O U N  
category,  including the subcategor ies  R E F L E X I V E  
and D E M O N S T R A T I V E .  As with test  relaxat ion,  
successive relaxations could occur. 

For  bo th  methods  of relaxation, "deviance notes"  
are genera ted which describe the nature of the relaxa-  
tion in each case. For  example,  in the first relaxation 
example given above,  The deviance note produced by 
our implementa t ion would look like: 

(RELAXED-TEST 
(FROM 

(AND 

(TO 
( AND 

(NUMBER-AGREE SUBJ V) 
(INTRANS V))) 

T 
(INTRANS V) ) ) ) 

Where multiple types or multiple levels of relaxation 
occur, a note is generated for each. The entire list of 
deviance notes accompanies  the final structure prod-  
uced by the parser. In this way, the final structure is 
marked  as deviant and the nature of the deviance is 
available for use by other  components  of the under-  
standing system. 

In our implementa t ion ,  test  re laxat ion has been  
fully implemented,  while category relaxation has been  
implemented  for  all cases except  those involving PUSH 
arcs. In general, the CAT to PUSH ca tegory  relaxa- 
tion should involve no special problems in implementa-  

PRONOUNS 

DEMONSTRATIVE PERSONAL REFLEXIVE 

o o  

THIS 

/ /  ooo 

HE SHE ME THEM 

Figure 1. Category hierarchy. 

• 6 Q  

YOURSELF 

t ion, while the P U S H  to P U S H  re laxat ion involves 
identifying the failure of a PUSH arc, which involves 
keeping t rack of wel l - formed substrings. 

3.2 Co-Occur rence  and Feature  Re laxat ion  

Handl ing  forms  that  are deviant  because  of co- 
occurrence violations involves using the above  feature  
relaxation methods.  Where  simple tests exist within a 
g rammar  to filter out unacceptable  forms, these tests 
may be relaxed to allow the acceptance  of these forms. 

Fo r  co-occur rence  violations,  the points  in the 
g rammar  where parsing becomes  blocked are useful in 
determining exactly where the test  or ca tegory  viola- 
tions occur. Arcs at those points are being a t t empted  
and fail due to the failure of  a co-occurrence  test  or 
categorizat ion requirement.  Relaxat ion is then applied 
and al ternatives genera ted  which may  be explored at a 
later point via backtracking.  For  example,  the sen- 
tence: 

*John love Mary  

shows a number  d isagreement  be tween  the subject  and 
the verb. Most  p robab ly  this would show up during 
parsing in a test  on an arc when the verb of the sen- 
tence is being considered. Tha t  test  could in fact  be 
the one considered in our example.  The test would 
fail and the traversal  would not be allowed. At  that  
point,  an ungrammatical  al ternative similar to the one 
we described would be created for  later backtracking 
considerat ion,  and processing would p roceed  as dis- 
cussed. 

Absolute ly  violable predicates  can be permit ted  in 
cases where the test  describes some superficial consist-  
ency  checking or where  the tes t ' s  failure or success 
does not have a direct effect  on meaning,  while condi-  
tionally violable predicates apply to predicates  which 
must  be relaxed cautiously to avoid loss of meaning. 
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An example of the application of category relaxa- 
tion can be seen utilizing the category hierarchy in 
Figure 1 : 

Draw me a circle. 

The normative grammar may be written so that a 
WRD arc is used to specify the processing of the word 
"me".  Subsequent relaxation of that arc, following 
Figure 1, would permit any personal pronoun. This 
would specify a method of processing sentences such 
as the following: 

*Draw he a circle. 

A second level of relaxation would permit forms like: 

*Draw this a circle. 

The technique of category relaxation is certainly 
not limited merely to syntactic categories. The Burton 
(1976) semantic grammar approach to language proc-  
essing makes exclusive use of categories which distin- 
guish semantic entities rather than the traditional syn-  
tactic ones. A category hierarchy can easily be con-  
structed which describes how these categories relate in 
the system without extending the mechanism described 
here. 

3.3 Pa t te rns  a n d  the  P a t t e r n  A r c  

In this section, relaxation techniques are applied to 
the grammar  itself through the use of pat terns  and 
pattern-matching algorithms. Other  researchers have 
used patterns for parsing, such as Parkison, Colby, and 
Faught ( t977) ,  Wilks ( t978) ,  and Hayes and Moura- 
dian (1980), but we have devised a method of inte- 
grating patterns within the ATN formalism for  the 
purpose of improving the grammar's  responsiveness to  
ungrammatical and extra-grammatical inputs. 

In our  current formulation, a pattern is a linear 
sequence of ATN arcs which is matched against the 
input string. A pattern arc (PAT) has been added to 
the ATN formalism with a form similar to that of oth-  
er arcs: 

(PAT <pa t  spec> < t e s t >  < a c t > *  < t e r m > )  

The pattern specification (<pa t  spec>)  is described in 
Figure 2 through a modified BNF grammar,  where an 
asterisk indicates zero or more occurrences of the 
preceding non-terminal. The pattern ( < p a t t > )  is ei- 
ther a user-assigned pattern name, a " > " ,  or a list of 
ATN arcs, each of which may be preceded by the sym- 
bol " > "  to indicate a potentially optional arc, while 
the pattern mode ( < m o d e > )  can be any of the key- 
words, U N A N C H O R ,  O P T I O N A L ,  or  SKIP. These 
are discussed below. 

An index of patterns is supported in our implemen- 
tation, to permit naming and referencing of patterns. 
Also supported is an index of arcs, allowing the nam- 
ing and referencing of arcs as well. Further, named 
patterns and named arcs are defined as LISP macros,. 

which expand into arcs according to how they are 
referenced. This allows the two indexes and the gram- 
mar to be substantially reduced in size. 

Consider the following example of  a pat tern arc. 
Suppose the sentence: 

Mary drove the car. 

was processed by  art ATN path through a sentence 
network of three arcs, namely PERSON,  TRANS-  
ACT,  and OBJ which processed "Mary'", "drove",  and 
"the car"  respectively. Then  a pat tern of the sentence 
could be specified as: 

(PERSON TRANS-ACT OBJ) 

This, then, could be included in a pattern arc, where 
the " . . . "  is realized by the appropriate tests and 
actions, as: 

(PAT ((PERSON TRANS-ACT OBJ)) T ... ) 

It could fur ther  be modified to permit optional constit- 
uents, as in 

(PAT ((>PERSON >TRANS-ACT OBJ ) 

OPTIONAL) T ... ) 

Pattern matching proceeds by matching each arc in 
the pattern against the input string, but  is affected by 
the chosen "mode'" of  matching. Since the individual 
component  arcs are, in a sense, complex patterns, the 
ATN interpreter can be considered part of  the match- 
ing algorithm as we[l. In  arcs within patterns, explicit 
t ransfer  to a new state is ignored arid the next  arc 
at tempted on success is the one following ha the pat- 
tern. As in the example above,  art arc in a pattern 
prefaced by " > "  can be. considered optional,  if the 
O P T I O N A L  mode has been selected to activate this 
feature. When this is done, the matching algorithm 
still attempts to match optional arcs, but  may ignore 
them. In the example of a pattern arc using the op- 

<pat spec> :.:= (<pat t> <mode>*) 

<pat t> : := (<p arc>*) 
<pat name> 

<mode> : := UNANCHOR 
OPTIONAL 
SKIP 

<p arc> : :=  <arc> 
> <arc> 

< pat name> :: = user-assigned pattern name 
> 

Figure 2. Description of pattern specification. 
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tional feature  above,  the pat tern  componen t  would be 
able to match any of the fragments:  

*Mary the car 

*Drove the car 

*The car 

as well as the original sentence. We will return to this 
example in our discussion on conjunction. 

The manipulat ion of registers within optional  arcs 
poses some interesting problems.  With the optionali ty 
feature,  not every arc will be executed in a pat tern.  
To complicate matters ,  registers previously set may be 
used within a test  or they may hold elements  of the 
final structure. Tests  involving undefined registers are 
defaul ted to allow traversal  of these arcs, while 
structure-building actions involving undefined registers 
mark  the missing components  as undefined. 

In addition, there are two other modes  of matching. 
A pat tern  unanchoring capabili ty is act ivated by speci- 
fying the mode U N A N C H O R .  In this mode,  pat terns  
are permit ted to skip words prior to matching. Specify- 
ing the SKIP mode results in words being ignored be- 
tween matches  of the arcs within a pattern.  This is a 
general izat ion of the U N A N C H O R  mode. 

As with all forms of relaxation, pa t tern  matching 
results in deviance notes. For  patterns,  these notes 
contain  informat ion  necessary  to de termine  how 
matching  succeeded.  Sufficient in format ion  is con-  
tained in the deviance notes to recover  skipped words 
and skipped arcs, if desired. 

3.4 Pat terns,  Ellipsis, and Ext raneous Forms 

The pat tern  arc is the pr imary mechanism for han-  
dling ellipsis and extraneous forms. A pat tern  arc can 
be seen as capturing a single path through a network.  
The matcher  gives some f reedom in how that  pa th  
relates to a string. The appropr ia te  parsing pa th  
through a network relates to an elliptical sentence or 
one with extra words in the same way. With contextu-  
al ellipsis, the relationship will be in having some of 
the arcs on the correct  path  not satisfied. In pat tern  
arcs, these will be represented by arcs marked  as op- 
tional. Dialogue context  will provide the defaults for  
the missing components .  With pat tern  arcs, the devi- 
ance notes will show what  was left out and the other  
components  in the N L U  system will be responsible for 
supplying the values. 

As an example,  consider the following question and 
its possible elliptical responses:  

Who drove a car? 

*Mary. 
*Mary did. 
*Mary her Ford.  

The form of the basic expec ted  response  could be 
shown by the following pat tern,  where A U X  refers to 

an arc that  identifies auxiliary verbs: 

(PAT ((PERSON >AUX >TRANS-ACT >OBJ) 

OPTIONAL) T ... ) 

This would serve to identify the three elliptical respon-  
ses as well as others.  It  would also accept  some un- 
likely inputs such as: 

*Mary could a car. 

*Mary the Empire  State Building. 

These would have to be filtered by later processing by 
o ther  componen t s  through the use of the deviance  
notes. A pat tern  for the similar question: 

Mary  drove what? 

could be as follows: 

(PAT ((>PERSON >AUX >TRANS-ACT OBJ) 

OPTIONAL) T ... ) 

The source of pa t te rns  for  contextual  ellipsis is 
important .  In the L I F E R  system discussed in Hendrix,  
Sacerdoti,  Sagalowicz, and Slocum (1978),  the previ-  
ous user input can b e  seen as a pa t te rn  for elliptical 
processing of the current  input. The automat ic  pat tern  
generator  introduced in the next section, along with an 
expectat ion mechanism,  will capture this level of  proc-  
essing. But,  with the ability to cons t ruc t  arbi t rary  
pat terns  and to add them to the g rammar  f rom other  
componen t s  of  the N L U  system, our approach  can 
accomplish much more.  For  example,  a quest ion gen- 
erat ion routine could add an expecta t ion  of a y e s / n o  
answer in front  of a t ransformed rephrasing of a ques- 
tion, as in 

Did Mary  drive a car? 

*Yes, she did. 
*No, she did not. 

The appropr ia te  pa t te rns  might  be the following, 
where YES, NO, and N O T  refer  to arcs that  accept  
these words: 

(PAT ((YES >PERSON >AUX >TRANS-ACT 

>OBJ) OPTIONAL) T ... ) 

(PAT ((NO >PERSON >AUX >NOT >TRANS-ACT 

>OBJ) OPTIONAL) T ... ) 

Pat terns  for telegraphic ellipsis have to be added to 
the g rammar  manually.  One typical usage would be in 
accepting terse questions where the actions default  to 
a s tandard operat ion in the system. For  example,  in a 
da tabase  situation, a re fe rence  to a set of  objec ts  
could be unders tood as a command  to retr ieve them, 
as with the "profi t  margin"  query given earlier. A 
pa t te rn  here might be the following, where I M P - A C T  
is an arc that  identifies the typical action, and SET 
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identifies a set description: 

(PAT ((>IMP-ACT SET) 

OPTIONAL) T ... ) 

Generally,  pat terns of usage must be identified, say in 
a study like that of Malhotra  (1975),  so that  appropri-  
ate pat terns  can be constructed.  Pat terns  for  extrane-  
ous forms must  also be added in advance.  These 
would use either the U N A N C H O R  option in order  to 
skip false starts, or use dynamical ly-produced pat terns  
to catch repeti t ions for emphasis.  In general, only a 
limited number  of these pat terns should be required. 
The value of the pat tern  mechanism here, especially in 
the case of te legraphic ellipsis, is in connect ing  the 
ungrammatical  forms to the grammatical  ones. 

The p rob lem of extraneous words can be a t tacked 
by two of the < m o d e >  settings in pat tern  arcs. The 
U N A N C H O R  mode applies to restarts,  as in the earli- 
er example,  through the use of a simple pat tern  arc: 

mar  through one of two devices. They may be con- 
structed as needed by special macro  arcs or they may  
be constructed for future use through an expecta t ion 
mechanism. 

As the expec ta t ion -based  parsing effor ts  clearly 
show, syntact ic  e lements ,  especial ly words,  contain  
important  clues on processing (Riesbeck and Schank, 
1976). Indeed,  we also have found it useful to make 
the A T N  mechanism more "act ive"  by allowing it to 
produce new arcs based on such clues. To achieve 
this, the CAT,  MEM,  TST, and WRD arcs have been 
general ized and four  new " m a c r o "  arcs, known as 
CAT*,  MEM*,  TST*, and WRD*,  have been added to 
the A T N  formalism. These are similar in every way to 
their  counterpar t s ,  except  that  as a final action, in- 
s tead of indicating the state to which the t raversal  
leads, a new arc is constructed dynamical ly and imme- 
diately executed. The difference in the form that  the 
new arc takes is seen in the following comparison:  

(PAT (((PUSH S/ ... )) UNANCHOR) ... ) 

where the S /  network is used for parsing sentences.  
Extraneous  words in the interior of sentences can be 
accommodated  by the SKIP mode. These methods are 
similar to those descr ibed by  Hayes  and Mourad ian  
(1980). 

3.5 D y n a m i c  Genera t ion  of Pat terns  

Patterns need to be generated dynamically in order 
to make use of the pat terns  of language occurring in 
the sentence. In this way, previous processing can be 
made to contr ibute more directly to later processing. 
An automatic  pat tern  generat ion mechanism has been  
implemented using the trace of the current  execution 
path to produce a pattern.  This is invoked by using 
the symbol  " > "  in place of the pat tern  name. Pat-  
terns produced in this fashion contain only those arcs 
t raversed at the current  level of recursion in the net-  
work,  al though this could easily be general ized in a 
way which would permit  PUSH arcs to be automatical-  
ly replaced by their subnetwork paths. Each arc in an 
automatic  pat tern  of this type is marked as optional;  
however,  additional control of the optionali ty feature 
of the pat tern  matcher  can be exercised through judi- 
cious use of the test componen t  of the arc. Pat terns  
can also be constructed dynamically in precisely the 
same way grammat ica l  s t ructures  are built by  using 
B U I L D Q  and other structure-building functions. 

Pat tern  arcs enter  the grammar  in two ways. They 
are manually writ ten into the grammar  in those cases 
where the ungrammatical i t ies  are com m on  and they 
are added to the g rammar  automatical ly in those cases 
where the ungrammatical i ty  is dependent  on context.  
Those that  are produced dynamically enter  the gram- 

( C A T  < c a t >  < t e s t >  < a c t > *  < t e r m > )  
(CAT* < c a t >  < t e s t >  < a c t > *  <crea t  a c t > )  

In this example ,  < c r e a t  a c t >  is used to define the 
dynamic arc through the use of B U I L D Q  and similar 
structure-building functions, while ( t e r m >  represents  
any terminal action (usually a TO action). Arcs com- 
puted by macro  arcs can be of any type permit ted by 
the ATN,  but one of the most  useful arcs to compute  
in this manner  is the pat tern  arc discussed above. This 
allows a prescr ibed path  of arcs to be a t t empted  in 
processing the sentence.  

An example of much of what  was just described is 
the following macro  arc: 

(WRD* AND T 

(BUILDQ 

(PAT ( > OPTIONAL ) 

T 

(SETR S (BUILDQ (AND + * 
) ) ) 

) s)) 

This WRD* macro arc a t tempts  to find the word A N D  
at the current  posi t ion of process ing the input. If  
successful, it computes  a pa t tern  arc with the pat tern  
left to be automatical ly genera ted upon execution. 

While the macro  arc forces immediate  execution of 
an arc, arcs may  also be computed  and temporar i ly  
added to the grammar  for  later execution through the 
expectation mechanism. Expecta t ions  are per formed as 
actions within arcs (analogous to the H O L D  action for  
parsing structures) or as actions elsewhere in the N L U  
system, e.g., during generat ion,  when particular types 
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of responses can be foreseen. Two forms are allowed: (essentially) produce the arc: 

( E X P E C T  <crea t  a c t>  < s t a t e > )  
( E X P E C T  <c rea t  a c t> )  

In the first case, the arc created is bound to a state as 
specified. When later processing leads to that  state, 
the expected arc will be a t t empted  as one alternative 
at that  state. In the second case, where no state is 
specified, the effect  is to a t tempt  the arc at every state 

visited during the parse. 

The range of an expectat ion produced during pars-  
ing is ordinarily limited to a single sentence,  with the 
arc disappearing after  it has been used; however ,  the 

start  state, S / ,  is reserved for expectat ions intended to 
be active at the beginning of the n e x t  sentence.  These 
will disappear  in turn at the end of processing for that  

sentence.  

3.6 Conjunction and Macro Arcs 

Besides their  utility in handling cases of ellipsis, 
pa t tern  arcs are also the pr imary mechanism for han-  
dling conjunction.  As ment ioned earlier, the rat ionale 
for  this is the connec t ion  be tween  conjunct ion  and 
ellipsis. Whenever  a conjunct ion is seen, a pa t tern  is 
deve loped  f rom the already identified e lements  and 

matched  against the remaining segments  of input. 

All of the forms of conjunct ion described above are 
t reated through a globally defined set of "conjunct ion 
arcs" ,  which are active at every state of the grammar.  
Some restr ic ted cases,  such as " and"  following 
" b e t w e e n " ,  may  have the conjunct ion  built into the 
grammar.  These forms are not subject to the conjunc-  
tion arcs. In general, the conjunct ion arcs are made 
up of macro  arcs which compute  pat tern  arcs. The 
automat ic  pat tern  mechanism is heavily used. 

Returning to the earlier example of pa t tern  arcs, it 
c a n  be shown how these conjunct ion arcs work. Con-  

sider what  takes place when the macro arc p rev ious ly  
descr ibed is ac t ivated during the processing of the 

sentence: 

Mary  drove the car and John drove the truck. 

Processing proceeds  until the conjunct ion  " and"  is 
encountered.  For  the purpose of this example,  it is 
assumed that the top level path  of arcs fol lowed during 
processing is simply the pat tern  discussed earlier: 

(PERSON TRANS-ACT OBJ) 

The act ion of the macro  arc is, therefore ,  to 

(PAT ((>PERSON >TRANS-ACT >OBJ) OPTIONAL) 

T 

(SETR S (BUILDQ (AND + * ) S)) 
) ) 

Processing continues f rom the state that  tr iggered the 
execution of the conjunct ion arc, and a structure for 
the conjoined sentence is produced.  In fact ,  any of 
the following variat ions on the sentence can be han-  
dled in precisely the same way: 

Mary  drove the car and the truck. 

Mary  drove the car and John  the truck. 

Mary  drove the car and drove the truck. 

Of  course, more actions could be specified in the arc, 
as well as more complicated tests. In particular,  a test  
should be included to force matching of the OBJ arc. 

With simple conjunctions,  the r ightmost  e lements  in 
the pat terns  are matched.  Internal  e lements  in pat-  
terns are skipped when gapping occurs. The list form 
of conjunct ion  which uses punc tua t ion  in place of 
some of the conjunctions,  can also be handled through 
the careful  cons t ruc t ion  of dynamic  pa t te rns  which 
form deferred expectat ions.  Correlat ive conjunct ion is 
t reated similarly, with expecta t ions  based on deferring 
the dynamic building of pat terns  as well. 

The fact  that conjunct ion arcs occur implicitly at 
every state of  the grammar  permits  the same conjunc-  
tion to trigger the same set of conjunct ion arcs f rom 
several different  s tates at potential ly several different  
levels in the grammar.  With pat tern  arcs being com- 
puted  dynamical ly,  d i f ferent  pa t te rns  are a t t empted ,  
depending largely on the subne twork  in which the 
state occurs. In this way the proper  joining of constit-  
uents is realized. 

3.7 Interaction of Techniques 

As grammatical  processing proceeds,  ungrammatical  
possibilities are continually being suggested f rom the 
various mechanisms we have implemented.  To coordi-  
nate all of these activities, the backt racking mechanism 
has been  improved to keep t rack of these alternatives.  
All paths in the original g rammar  are a t t empted  first. 
Only when all of these fail are the conjunct ion al terna-  
tives a n d  the manua l ly -added  and dynamica l ly-  
produced ungrammatical  al ternatives tried. All of  the 
a l ternat ives  associa ted with a single s tate  can be 
thought  of as a single possibility. A selection mecha-  
nism is used to de te rmine  which back t r ack  point  
among the many  potent ial  al ternatives should be ex- 
plored next. Current ly,  we use a method  also used by 
Weischedel and Black (1980)  of selecting the al terna-  
tive with the longest path,  i.e., the one with the deep-  
est penet ra t ion  in the network.  
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4. Limitat ions and Extensions 

Work has only begun on the problems associated 
with handling il l-formed input. The techniques dis- 
cussed in this paper ,  we believe,  are a step toward  
solving these problems,  but work is continuing along 
several dimensions. 

As they are presented  and implemented ,  the test  
and ca tegory  relaxat ion methods  can be too non-  
specific in permitt ing relaxation of these types, since 
all arcs with the named tests and categories become 
potentially relaxable. But, the same function can be 
used for different purposes.  For  example,  the function 
G E T R  can be used just to retrieve a value for a later 
test  or as a predicate when used as a register contain-  
ing a t rue / fa l se  flag. Weischedel and Black (1980)  
allow for such cases by  having each instance of a test  
individually predicated.  A compromise  that  would 
allow more general i ty  to be cap tured  would be to 
specify some or all of  the arguments  to the relaxable 
function when describing the form of relaxable func- 
tion calls. The identification of arcs for category re- 
laxation can be t reated similarly. 

The SKIP mode on pat terns  is limited in its applica- 
bility to sentences with extraneous forms. First, the 
mode setting can only be used on patterns,  not on the 
general  grammar .  Second,  it is p robab ly  too  non-  
selective. The interpreter  does prefer  to skip as few 
words as possible; however  no preference is given as 
to where to skip them. Thus, even if pat terns  of ex- 
t raneous words are identified precisely, the word skip- 
ping mechanism would simply not  be able to allow for 
them. 

One weakness  in the pat tern  arc is the t rea tment  of 
register sett ings in opt ional  arcs that  are skipped. 
Rather  than  ignoring the use of registers that  would 
have been set in the arc, it would be bet ter  to devise a 
default  s t rategy to force their setting. 

It is instructive to compare  our conjunction techni- 
que to the SYSCONJ facility of Woods  (1973).  The 
latter treats conjunction as showing al ternat ive ways 
of continuing a sentence. This allows for  sentences 
such as 

He  drove his car through and broke  
a plate glass window. 

which at best we will accept  with a misleading devi- 
ance note. This is in part  an example of what  Quirk 
(1972) calls "ca taphor ic"  ellipsis: 

John can pass the examination, and Bob 
certainly will, pass the examinat ion 

He  drove his car through a plate glass window 
and he broke  a plate glass window. 

Here ,  the ellipsis occurs before,  not  after,  the conjunc-  
tion. To utilize techniques in our style on the above 
examples,  it would be necessary to extract  the proper  

pat tern  f rom the entire pa th  of t raversed arcs. H o w ev -  
er, unlike SYSCONJ ,  our  technique can handle the 
obvious elliptical cases such as gapping, o r  the tightly 
constrained cases such as correlatives.  

One  of  our original hopes for this work was that  
each of the relaxations would be applicable to a broad 
set of individual grammars.  However ,  it quickly be-  
came obvious that  the relaxations and g rammar  work 
best  if they are developed together.  The test  relaxa- 
tions that  depend on the use of the predicates in the 
g rammar  are an obvious case in point.  Another  exam- 
ple is the case of conjunct ion arcs, which work best  
when const i tuent  boundar ies  in the g rammar  reflect  
the structures that  can be conjoined. 

Another  area for  improvement  is in the amount  of 
t ime spent parsing before  any ungrammatical  choices 
are considered. Current ly ,  all grammatical  paths are 
considered first. This organizat ion may be t empered  
by  adjusting operat ional  parameters  in our  implemen- 
tat ion so that  when a block occurs  some or all of the 
ungrammatical  al ternat ives may  be investigated. How-  
ever,  guidelines for  adjust ing these pa rame te r s  are 
lacking at the moment .  

Another  area for  more research is the product ion of 
pa t te rns  for interpret ing contextual  ellipsis. At  the 
momen t ,  we inspect  quest ion forms and add prede-  
fined pat terns  to accept  their elliptical answers.  In 
order to produce these pat terns  automatically,  a theory 
of ques t ion-and-answer  dialogue is necessary.  

Finally, developing heuristics which choose a l terna-  
tives for relaxation among  many  blockages is a major  
problem.  Our  heurist ic which picks the al ternat ive 
with the longest pa th  can overshoot  the actual failure 
and possibly lead to an incorrectly built structure. We 
believe, as do Weischedel and  Black (1980),  that  the 
answer  may lie in being able to examine the semantic  
plausibility of partial structures. 

Several other  types of i l l -formedness have not  been  
considered in this study, for  example ,  idioms, meta -  
phors,  incorrect  word order,  run- toge the r  sentences,  
incorrect  punctuat ion,  misspelling, and presupposi t ion-  
al failure. For  each of these phenomena ,  either little 
is known about  it or it has been  studied elsewhere 
independent ly .  In ei ther case, work  remains  to be 
done to develop processing for  them within our f rame-  
work. 

5. Conclusions 

Despite  the limitations and needed extensions dis- 
cussed above,  the results descr ibed here  are signifi- 
cant, we believe, because they extend the state of the 
art in several ways. Most  important  are the following: 

1. The use of the category hierarchy to han- 
dle arc type failures. 
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2. The use of the pat tern  mechanism to allow 
for contextual  ellipsis and gapping. 

3. More generally, the use of pat terns  to al- 
low for  many  sorts of ellipsis and con-  
junctions. 

4. Finally, the combinat ion of all of the tech- 
niques in one coherent  system, where be-  
cause all g rammat ica l  a l ternat ives  are 
tried first and no modifications are made 
to the original grammar,  its inherent  effi- 
ciency and structure are preserved.  

The theme of the final point is further  developed in 
Sondheimer and Weischedel (1980).  

A c k n o w l e d g m e n t s  

We wish to a c k n o w l e d g e  the  c o m m e n t s  of  Ra lph  

We i schede l  and M a r c  F o g e l  on  p rev ious  draf ts  of  this 

paper .  The  c o o p e r a t i o n  and  c o m m e n t s  o f  G e o r g e  

H e i d o r n ,  R i cha rd  Wexe lb l a t ,  and the r ev i ewer s  of  this 

pape r  also c o n t r i b u t e d  great ly .  
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