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CTOMPUTATIONAL LINGUISTICS IN THE USSR

Joyce Friedman

ABSTRACT

As vpart of an official J.5S 7JSSR
Scienze Txchanoce on Arplications of Computers
in Manaaement, a subgroup oh natural langirage
processiny visited the Soviet Union from May
28 through June 11, 1978. The group ma2t with
s2ientists in Moscow, Novosibirsk, Leningrad,

and Kiev. There were formal m2etings and

presentations of technical material, and also

many informal discussions. This report
pres23ts a view of Soviet computational
lirquisti=zs which energed fzom these

dis~ussiofs.



Backgrouni

The 1.5, /USSP Science Exchange on Applications of Computars
to Managema2rt 1includes wmany subtasks. The exchange in hatural
languaqe- pracessing is one task under tha topic "theoretical
foundations for software jin applications in, 2conomics and
maniaaehent”. The 2xchange in natural languiage proca2ssing was to
Five begun in June 1977. However, a schejuled trip by U.S5.
scjrntists was carz21led at the fast minute by the USSR side; tare
reasan Jiven w3s that there were no hotel rooms available in
MOSZ OW. n snjte nf this initial disappointment the exchanye
hagar ir Ndvenher 1377 when three Soviet sgientists visited.: tae
inited Stites for  two w2eks. The visitors wa2re Alexandar
¥yarin*vani ol th2 Academy ot Sciences Gomputing Ceanter in
Novosibircst anl Victor Briabrin and Dmitri Pospelov of tae
rzitery of Scienz2s Computing Center in Moscow. The trip
reported in this ro*e is the rescheduled visit by the U.S.

Aelegation. Jt tookr place May 28 to June 11, 1378.

The m=>unbers of th~ U.S. delegationr were: Donald Aufenkamn,

M. 3.F., .5 Chijirman of the U.S./USSR Joint Working Group 5%

W

Scientific anl Trchnjcal Cooperation in th Application »>f
Computers to *anajemont; Sue Bogner, H.E.W.; Joyce Friedaoan,
Nepartment of Tomputer and Zommunication Sciencss, The University
of Michigan; 7Yobn Malhoul, Bolt Beranek and Newman, Inc.,
Cambridaqe; Stanley Ppetrirck, Mathematics Department, 13
T. J. Watson Research Center, Yorktown Heijbts: Saliy Sedelow,

Denartments of Liaguistics and Computer Science, Oniversity >f

Kinsas; anl Walter A, Sedelow, Departments of Soniology 11d



Computer Sciencle, University of Kansas. The U.3. 1elegation was
accompaniel throujhant t he trip by A. S. Narin'yani »>f

Novosibirsk.

Tuis ceport groups togrrther similar work done &n differext
locations. Ths main patterns of the natura languige processiig
and theorem-proviny systems cam be view2d 2as based on ()
linguistics, (2) artificial intelligence, »r (3) logic, althovjh
the distinctions ar? tn» som? extent arbitrary. We also give R
overvierw o° the computers and programming lanquages available for
wor in computat ional linguistics. Work on lexicography,
thesauri, and speech renognition was also discussed on the visit,
hat is not zoverel ip this Teport.

{1) Lingnmastizally-hased ¥ork on natural

The mijin roots of ¢th> linjuistically-bas2d work are tke
mean ing-text model of “el'chuk, dependency grammar, 21d

transformationad grammar. They are varisously interpreted by

different systeas.

Zoya Shalyapira, Laboratory of Machine Trauslatioa,
Institute »f ¥oreaan Languajes, described an Znjlish ¢to Russian
machine translation system under development since 1972 and bas24d
primarily or ¢the meaninj~-text model. The ra2presentation is a
dependency trea», with word order information, m>orphology aad
semantic/syntactic wvalencies. This structure preserves all tae
surface data but is also close v¢ a semantic reprasentation »>f

the2 text. Ther2 is a dictisnary and a grammar for 2ach languac>,



The. arammar ruales are of the two forms: If <structure> th2n.

<condition>, and if <stucture®> then <traasformationd. Semantic
infarmation inclules senantic descriptions of lexical taad

morphological units and the semantic acceptability of word pairs.
There is a dictionary of 10,700 lexemes, described in terms of 30
semantic primitives The syntactic and semantic dtructures are
conpatible, so analTysis gires only a5 deep as is na2cessary for a
aqivah sent>nce. Shilyapifa's qroup works oan  linauistic aspecrs

onlys ther> is no gorputer implementation.

Uri Anresyan also vworKs with the meanipg-text model and with.
macht ine translation as the:rjoil. His work is nrimarily on FPrench
t> Russian translations, but he also wvorks on English. His
*nqgl ish graimmar is sail to b2 the most complete ev>r publishel:
the Russi4n grammar wjill scon appear. Th~ linjuistic molel will
have founr parts: morphology, deep syntax, suarface syntax, aad
semintics; bhowever, the current reduced mol=1 lacks semantics. A
it ionary givas faor sach ord its morpholoagy, its syntactic aund
semanti¢ €-1turss (there are 150-syntactic features; 500 semantic:
features), the semantic criteria for possible governingy words,
anl selectisnal restrirtions. Rule schema or "syntagmas" go from
morpheme structursz +to a surface syntactic structure that is 2n
unor dercd’ A2pendency tree. TheTe ar€e abhout 2)0 syntajymas for
Pussian, each representiny 20 rules. A syntagma allows a tr:e
with X over Y t> be constructed from a string containing X and Y
uniar various complex, conditions. The la2xical information and
th2 syntajmis datermine the transformation from worl strihgs to
surface-syntactic structure. A deep structure is then definei oy

"naraphrastic" rnul2s. which convert. for example, strike to



deliver when th2 object is 3 blow. The daep structure is no
lon7er languaqe-sp2cific but 1is wuniversal, and serves as the
basis for translation hetween lanquages. Anresyan stressed tae
value of continuing to work on the same linjuistic modal in ori:xr
to complete its devalopment; he contrasted this with the attityle

of sofhe current Amarican linguisrs,

The linJuist ITakalev, oOf the Economizs Institute is
deve lopiny 1 natural linguaje interface for a 1ata base systen.
This work has c¢omputer support ani is ¢ bhe runninax soon +<in 3
large factorv. Th2 gatural lanquaqe subhset has sentences such as
"wha1t 13 tha number of wagrkers of <rype> in <placa>n" and 1is
said to h~ easy for econnmists to learn. The syst2m is based >n
vaery recent modz2ls 2f transformartyional graammar: Iakalev mention=2d
“"traces" and sone 5f Jackendnff's theories. Th> system 7joes frowm
input to a deep structuvre from which it constructs a formula for

the computition of 3 numerical result.

{2) Artifizial tatzlligence Work in Natural Lanjuagz

AI-based systems are being developed at the Computing Cent2r
ofi the Acal~my of S-ciences at Moscow, unds2r the dJdirection »>f
Vi~+tnr Briabrin and at the Computing JTenter of the Siberiain
Division of the Azademy of Sciences;, Novosibirsk under tae

direction 9¢ il2xanier Narin'yani, in Ershdv's .jroup.

The system Aeaonstrated to us in Moscow wis DILOS (Dialngie
Information Lojical System). This work is heavily influenced >y

artificial intelligence wosk in the U.S. (Brisabrin’ spent scvan



months at WLJY¥.T. wdorking with William Martin and with Carl
Hewitt.) DILOS is written ip LISP and runs >n th2 BESM-6 computar
in Moscow, as well as on a PDP-11/45 at the Internationjil
Institute for Appli>d Systems Aralysis in Laxenburg, Austria.
Th=2 system is intenied both to test varj ous approaches to natural
language processiny and for practical applications. It contaias
an ATN linTtuistic processor and a semantis praocessor based on
franes. The current applications area is airline tickat
reservations; the ia2mopustration was however on a very small data
base 0€ AT, Natural Language Systems (includiny DILOS, 530S, RFL,
OWL, and LTNAP). The systen was zable to answer simple natural

languagqe questions from the data base but it was not possible

from the devonstration to g2t a good feelirg for th

W

actual ranjye

of lanouage aeteptel.

Nar in'yani's Jroup in Novosibirsk has 17 p2opl2, including 6
linjuists and 9 mathemiticians and programmers. Until a fow
years ago, the work followel Mel'c¢huk’s moi2l. This has now hean
abandoned hera and vork proceeds along four lines, so far
ralatively indepeniantly: (1) Narin®yani is develping a formil
linquistic moiel which combines dependancy ani constituent
structure in a1 mixed multi-level representation. Analysjs
proceeds by local madification of the gqraph structures, expandiag
and compr2ssiny =case frames at var ousilavels. The linguistic
moiel so far inclulzs formal descrji ptinon of alverdb groups aad
adjective Jroups. This formal model has now bean written up, but
so far 1is not implemented. (2) The semantic guestion-answerilg

system VOSTOK-0 contains a formal model of time. Oa the basis »f

t2xts of sententes such as "From the 3rd up to the 10th of Mar=h



Mike was in Moscow" it answers questions‘like Where was “ike 21t
roon on the 17th of March?®, The system is coq21 in SETL and was
demonstrated ctvo us. While the natural language frajment is still
small, even For a model of time, (e.g. no time advarbials), ¢the
inferencing schaune wor ked successfuily. (3) Several
"applicational" systems are bheing devel ped. The first of thes2,
the PL-1 "mini" or "toy" system ZAPSIB-0 uses assentially no
syntactic aralysis (though it relies heavily on word order). It
kasr a well-3efined sunject domain, a data baise of personn>1l
information, and answers gquestions such as "who ander 30 earas
more than average?” (Salary information is oublic in the USSEKE. 1}
Tn this va2ry limited sub-dect domajn, th> anoroazh works wecll.
The "pidi" applicationad system is und>r d=ovelopment and is more
syntactically orieat ad. it will contain a nondetarmjnistic
bottom-up pars~r fSr a bhigary context-sensitjve grammnar with
discontinusus ~onstituerts. (4) The final subjyroup is the
programmint languag2 group; it has jmolemented 3ETL on the BES4-

6.

{3) lLogicxbased work in Natural lLanguaqge,

In Moscow, at VINITI, the Iinguist E. B. Paducheva and the
mathematician T. D. Korelskaya are developing jointly an anproa:zh
to natural lanquage vrasessing base1 -2n both transfaormatinral
grammar axi first-order 1logic. The current iomajin is converse
theorems in geometry. The system is able to process. 7Jeometry
theorems and prodace their "conveérse theorems". In this systan
the semantic repra2sentation lanquage is first-oarder logi~?.

Algorithmiz procedures for analysis and synthesis have be2n
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Qeveloped, as well 1s processing procedures within the 1logi:.
The 1linquistic pacrt of the method is based on trarsformational
grammar.- As is th2 case with most of the Soviet work on
transformational grammar, the deep structurz uses dependency
grammar rrcher tharn constituent st ructure grammir. The
transformations ar2 originally written in the forwird direction,
j.e. from deep to surface structure. Analysis is 3ione using a
“"raversed” version of each traansformation (not obtainz4d
antomratdically)e. While the forwarl transforzations are
ihiapenﬂenf of orler  the reversal rules are strictly orierei,
for efficiency. There are 30-35 transformations, eich express24
as a structural description, giver as a template, and a

structural chanje, given as a sequence of el-mentary operations.

The wvork is javelopel in detail, but has no computer
implementation. The syst2m is said to coatain interestiag
solutions tn problens of gquantification, neqation, aad
conjunct ion  reduction. Tae authors raportai, with sone

amysement, that tre description of the work¥ was printed in 42,000

coples.

The current wory at the University of Leningrad urder 3
Ts2itin, Facwlty of Engineering and Mathematics, was described to
us by others as based >n 1lnqic, but Tseitin himself took a
philosophical approachk jn his discussions with us. His remarcs
vere more suggestiva thatt desscriptive. He inlicated that his
approach +t5 ratural lanquaje wvwas by analojy to programming
languages, usint masros as in operating systa2ms. Ha claim=24d
"that ther2 is 1> such ¢thing as meaning"”, but sail that his

approach did uas> procedural semantics. His previous work 2n
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complexity and tkz2orem—proving is not related to his work on
natural language. However, heid & arque ‘that a natural 1languaja
system for comput>rs should reflect the fact thdt natural
languaye parformanc> }y people does not requjre exponential tim>.
Tseirtin!s own current work is not on natural lansuaje, as he is

busy writingy ar ALGOL68 implementation.

Tsertin and Liakjna, formerly of the Facdlty of Philology,
also talkel ahout s>veral earljier natural lanocuige systeas whith
I am unable *+a d1stinquish. They are described in a number of
publications from 1366 on. In gereral, they »>rploy dependen~y
grammar<, and use transformations durinjy syrtactjc analysis.
Restrjctions on th= graarar are stated jn the predicate <calculus
and resolutior ‘thz2orem-proving is used. ‘The joal is English to

Russian translatjon of scjentj fic wvprose.

The systenw of J. Kapitonova, Head of the Labhoratory »>f
Appljedl <Cybeinetics at thz Institute of Cyberneti>s at Kiev, jis
an interactj.ve thendgem-pnroving system fdbr mathematjcal texts.
The objective 1is to be able +to fill jn th> standard ocaps in
pruoofs, as indicat=3] by "it §s obvjous that'" or "as in the pro>f
of the orevijous Theoren'", The text is first procassed manually
into a highly stylized mathematical language. Only the formal
material, theocr~2ms and proofs, is analyzed; discussion js treatad
as commnent and js dianored by the programs- Several larae texts,

jncluding Cur¢is ani Reiner Algebrajc Theory of 3roups, have hezn

4
preprocess=31. The theorem-provet is ‘tajlored ¢to the specific
mathemati.cal iomain. It uses resolution th2orem-proving,

heurijisti.c techniques, as well as special mathematical and logizal
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technijunes. Tha system has been programmed and j3 about to »de
tried out or a recent thesis.. This project is of ten years

duration, 4nd has had a minimum of 12 people.

Tnter2st in Moataque grammar' was considerabl2.My talk in
Mascow was very well attended. and there w2re nmanv godd
questions.lhe audience was generally familiar with Mpntague's
work anld with recent papers on the topic in Artificial
Intelligenz= ani1 Thaoretical Linguistics. The interest seemed to
come from 2 morej 3 naral interest in 1logic as a krowledje
representation in nataral language sg¢stens. Agafanov in

NovosihirsY is also> jinterested in the possible applications »>f

Mont aque gramwTyes to proqJramping langquaqges.
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Computar access appear: & he muchF more diffizult to obtair
for comnputational linquists in the Soviet Union.Many of the
projects had no computer support, even though they wera in areas
wvhere compater testing of grammars or theories could be very
us2ful. Ma2st of the companting was on the second-generatiosn
conputer BESM-6, altblough there are more recent computers, e.g.,
the ES-EBY (ryad)., series, availabie for otha2r parposes. U.3.
computers werez opr order from Hewlett-Packargd, cpC, aad
Burroughs.The termirals w2 sav were mainly jraparics terminals
from Fastern Europe, with both Roman and Cyrillic character sats%

and secmed fine in use.

There is much interest in advanced programming languages.
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SETL is implementel in Novosibirsk. (This is with the aid of the
U.S. /USSR Science exchange.) TIn Moscow, PASCAL is implementei.
Yn Leningral, Tseitdin is implementing ALGOL68 f£or the Ryad serizs

of computers, compatible with the IBM 360.

We dij have occasion ta see some interaztive systems in
operation. Th2 ldnguages were impressive, bdut the programm2r
support was not. Therr se2med to be few error liagnostics. Whan
th>re were crashes it was not possible to tell which were due to

the computer and which to the prograns.

Work onnatural languaje processing in th2 USSP seems to be
along three major lines. The work by linguists is motivated by
mach ine translation., Tt relies on versions »>f Mel'¢huk's
meaning-text moiel, with some type of transformations on a
A2oendency base. Tt 1is characterized by 3 great deal Of
sophisticated devrlopaent of large grammars, by large groups »>f
linguists, Dbut is without- computer support. The artificial
intelligence work 1is diracted toward data bas¢ informatiosn
systems, 1s at an earlier state of development, and is heavily
hased on U.5. work. It is carried out in Compntiny Centers aad
has good programming and computer support. Th2 lojic-based work
in carriel out by individuals or small groups in several

locations witha>ut <computer support, and by on2 large group with

computers.
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