American Journal of Computational Linguistics  microriche 75: 43

ONE MORE STEP TOWARD COHMPUTER LEXICOMETPY

NICHOLAS V. FINDLER AND SHU-HWA LEE
Department of Computer Sciénce

State University of New York at Buffalo
4226 Ridge Lea Road

Amherst, New York 14226

ABSTRAGT

We describe the continuation of an earlier work on the
problem of lewmical coverage. The objective is to prove
experimentally certain mathematical conjectures concerning the
relationship between the sizes of the covering and covered sets
of words, and-the maximum length of dictionary definitions. The
data base on which the experiments are carried eut has been also
extended té the full contents of an existing dictionary of
computer terminology., The results of the previous and present
work lay the foundations for quantitative studies on lexical
valence and its relation to the frequency of usage and other
principles of dietionary selection.

Besides the inherent interest in these investigations, the
concepts dealt with and the methods of quantifying dictionary
variables may eventually lead to more efficient dictionaries with

respect to precision, compactness, and computer time and-memory

needed for processing.
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INTRODUCTION

First, we shall introduce the problem dJdefine some basic
terms and provide a brief historical account of past results, In
order to render this paper fairly self-sufficient, & brief
summary of the previous work, Findler Viil (1974), will also
have to be given.

A monolingual dictionary may be considered economical and
efficient if a small set of words are used to define a relatively
large set of entties. OQuantitative information as to what size
vocabulary is needed to cover a given number of entries is very
scarce and may be characterized by two “data points":

The New Method Encalish Dictionaryvy published by M.P, West and
J.G. Endicott in 1961 uses 1,490 self-defined hasic words to
explain some 18,000 words and 6,000 idioms, i.e., about 24,000
expressions., Thus, the size ratio is 0.062,

Oaden's Basic English, published in 1933, involves 850
English words and 50 "international" words to defihe 20,000
English words, The ratio of the covering and covered set sizes
is 0,045,

The basis of selection was the "usefulness" of the words
employed in the definitions, as opposed to the freocuency of their
occurrence in some standard texts. However, neither this concept
nor other principles of selection suggested by other researchers
have ever been quantitatively analyzed and made use of, We shall

discuss these issues later on,
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In order to approach the problem in definite terms, Findler

(1970) considered three basic variables:

(1) the coverina set, R, af size v,

(ii) the covered set, S, of size Vg

(1ii) the maximum definition leffoth, N, such that each word
in S can be defined by at most N ordered words from R.

The task was formulated to find

(a) vy @s a function of vg at different paramétric values
of N, and

(k) vg as a function of N at different parametric values
of Vg

Callina Avg/Avg increment ratio and vp/vg size ratio, the
following conjectures vere made concernina the first task:

(al) The .increment ratio is, in general, less than one,

(a2) The increment ratio, in general, decreases as vg

increases.,

(ad) For larae constant values or N, Ve approaches a

limitinc value asvmptotically as Ve in;;éases.

(all) The incremert ratio never exceeds the size ratio.

Two points need to bernoted in this connection. An excep-
tion vo ryles (al) and (a2) would occur in a dictionary system,
which does not treat polysemous words or homonyms as individual
entries, every time a new word with many meanings or homonyms- is
introduced into the covered set. Second, the cited case is an
exception to rule (al) but not to (al#). When N=1, the covering
and the covered sets are of the same size, i.e. botn the incre-

ment ratio and the size ratio egual one, However, not every word

is defined By itself only. If a new word is introduced that.al-
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ready has a synonym in the covering set, it will be defined by
that synonym. In this case, the increment ratio is 0 and the size
ratio becomes less than 1. (This will be clear with the descrip-
tion of the data base construction on page 11.)

For the second general task, (b) the following
conjectures were also made:

(b1) VR monotonically decreases as N increases.

(b2) ;;¥ any fixed wvalue of Ver VR asymptoticallv

avpfoaches a lower limit as N increases without bound.

It seems reasonable to state in a cualitative sense that in
the process of cenerating a dictionary smaller Vg values mean
smaller storage redquirements whereas smaller ifvalues tend to
reduce processinog time and output volume, In order to answer the
cuestion "What are the optimum values of vg and N for a given vg
for a certain (family of) comouter applic;;ionson a machine with
a given cost structure?' one has to consider the interrelation

of the above three basic variables and to compute three entities:

the semantic index (roughlv, the number of different meanings) of

the elements 1in the covered set, the lexical valence (roughly

the capability of being substituted for another word) of the

elements in <the coverinc set, and the freauency of dccurence of

the elements of both sets. Quantitative investigations of the
last three dictionary variables are planned to follow the

present, second stage of our study.

THE DATA BASE AND THE PROGRAM

We have extended the data base used in our previous work,
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Findler and Viil (1974). The whole contents of the dictionary on
computer technoloay, Chandor (1970), is now included in the
present study. Its structure, rather simple and uniform, is
described below. First, some ceneral principles of data hase
construction are outlined,

Every element of the covered set is considered a single
lexical item, regardléss of the number of words the oridinal
dictionary entry consists of. Also. each vord i1s coded as a
strine of at most 10 characters (containable in one CDC Cvber
computer word)., The abbreviations are still easy to Tead with
relatively short practice.

Only the dominant meaning ©of polvsemous terms was dealt
with, Each entrv has thus one meaning and one definition,

Termg in the definitions (elements of the covering get) are
also cqonsidered lexical items, i.e. even muitiword entities
appear as a sinole unit and are represented by at most 10
characters,

- The basic vocakulary, that is the covering set, consists of
elements that also appear in the covered set. In our particular
case, they are non-technical words used to aefine the technical
terms of the computer dictionarv. 2 definite distinction was

made between content woras and function words (also called

operators), The latter were not fincluded in the covéring set nor
were they ocounted in determining the 1length of definitionms.
Hencte, th€ covering set consists only of content words,

The function words indicate grammatical and loaical

relationships between the words contributing to the content,
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They belong to 11 cateaqories:

1) prepositions, e.a. of, in, to:

2) conjunctions, e.a. and, or, if;

3) the relative pronoun which:
4) combinations of prepcosition and relative pronoun, e,a. in

which, to which, by which;

5) present participles equivalent to a nreposition, e.dq.

using, containinc, representing;

6) comkbinatiens of participle and preposition, €.,

consisting of, opposed to, applied to;

7) combinations of adjective and preposition, e.q. capable

of, exclusive of, ecqual to:

8) combinations of noun and vreposition, e.c, part of; set

of, number of:

9) combinations of preposition, noun, and preposition, e.c.

in terms of, bv means of, in the form of;:

10) prepositional nvphrases associated with a following

infinitive, e€.g. used to, necessary to, in order to;f

11) other freauentlv used purely functional expressions, e.c.

for example, namelv, known as,

Actually, the function words were revlaced bhy code numbers
in the dictionary. The code numbers were assigned consecutively
as the function words.wvere needed durinag the construction of the
data base so that the order is purelv random. A complete list of
the 121 function words used, toagether with their code numbers, is

aiven in Table I.
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INSERT TABLE I ABOUT HERE

The original definitions were somewhat simplified and
sgtandardized. In this process, articles were omitted (many
languaaces do very well without them), On the other hand,
implicit relationships were made explicit. Nouns are representéd
in singular, thus avoidine anothes dictionary éntrv for plural
or, what would be worse, proorammina a “orammar®, Likewise,
finite verb forms are represented in third person plural pretent
indicative active, Avoidino the third person singular eliminates.
another diétionary entrv, and avoiding the |9vpassive veoice
eliminates a oreat manv participles, which otherwise would have
had to be entered, O0Of course, present .and past participles (the
former identical to gerund in form) could not always be avoided
and had to be entered in the dictionarv where needed. Auxiliary
verbs were automatically eliminated by avoiding gompound tenses
and the passive voice, Finally, "to do" associated with necation
was simply omitted.

Some examples will make the encodina process clear.

Original dictionary entry:

aberration A defect in the electronic lens svstem of a

cathode ray tube,
Definition in thé data base:

DEFECT (in) SYSTEM (of) FELECTRONIC LENS (6f)
CATHRAYTUB
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Note that "electronic lens system" (should De:
electronic-lens svstem) means - "system of electroniq lens" (as
opposed to "electronic svstem of lens"), and this relationshir is

made explicit. Note also that "cathode fay tube" is a single

lexical item,
Original dlctionarv entry:

absolute codinc Proqram instructions which.have been vritten

in absolute code, and do nat reauive further processina
before beina intelligible to the computer,
Data-base entrv: ABSOCOBINC
Definition:
PROGRAM INSTRUCT IO (which) ONF VRITF (in)
ABSOLUCODE (and which not) REOUIRE FURTHER.
PROCESSING (before) INTELIGIBL (t6) COMPUTER
Note that the first predicate in the relative clause, thira
person plural perfect indicative rnassive, is represented by the-
singular indefinite pronoun "one" as subjeect, followed by the
standard olural active verb. The duxiliarv "do" has been omitted
and the negation is represented by a function word. The
virtually redundant "heing" has also been left out, In general,

the conula is omitted (some lanquages do veryv well without it),

Original dictionary entrv:

analytical funttion cenerator A function generator in which

the function is a physical law. Also known as natural law
function generator, natural function generator,
Data-base entrv: ANLYTFNGEN

Definition:
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FUNCGENRTR (in-which) FUNCTION PHYSICAL LAW

Note algo the omiesidén of the gloss "Also known as . . "

The stylized deéfinitions are easily understandable even to
human readers as the printout or the dictionarv demonstrates.

The data; base was constructed by selecting the first entry,
then entering all the lexical items in its definition, subseduent-
ly entering all the 1lexical items in the definitions of these.
etc. Words that were not defined in the original dictionary were
entered and defined bhv themselves; they constitute the bhasic
vocabulary, This procedure was continued until evervthina was
defined, i.e. until all the terms in the coverina set were also
in the covered set, Thén the next entry wvas selected from the
dictionary, and the above process was repeated,

The dictionary was arranged in the form of a SLIP list,
Findler et al., (1971). TIvery entrv (element of the covered set)
occupies four cells in ¢this list: (1) enkrv word _ (as
character data, usina FORTRAN format specifi&BtTon A10), (2) def-
inition length (an integer), (3) type of entry (an integer), (4)
sublist nafe.

Three types of entries were distinguished for programming
convenience: .

1) code 0 indicates that the entry itself is not used in
any definition i,e. it occurs only in the covered set and
not. in the covering set;
2) code 1 indicates that the entry occurs in both sSets and
is not an element of the basic vocabulary;:

3) code 2 indicates that the entry is defined by itself,

i.e. it belongs to tHe basic vocabulary.
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The sublist the name of which i3 in the fourth cell for

every entry in the main 1list, contains the definition, This
arrangement conveniently separates the entry words. from those in
the definitions.,

A cell in this second level contains either a word (in A10
format), i.e. an element of the covering set, or a sublist name,
The codes for function words (integers) are contained in the
cells in the third 1level, This arranaement> is convenient for
bypassing cthe function words ih wprocessina wvhen they are not

needed, The ceneral dictionarv entrv and an example thereof are

illustrated in Fiqure 1.

The fact that every dictionarv entry owns a sublist is
practical in another respect: useful information about the entry
can be collected and deposited in a description list associated
with the sublist, TFor example, if it were desired to evaluate
the definition component of the lexical valence of each lexical
item, a proaram could be developed that counts how manv times a
parttcular item occurs in the definition of ather items and
stores this information in the description list created for that
item, Invastications of this nature vill be done subsequentlv.

The task is to establish experimentallv the relationship

between N and VR for fixed values of Vg The program starts out

with the values of some fixed data point obtained in the previous

a————
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etudv, Tindler and vTral (1°78), or one calculated for the

extended data bhaae The size of the coverina set, VR ieg then

avgtematicallyv reduced: Code 1 tvre words are rerlaced hv threir
definitions of lercth 1, 2, 3, B, etc. (“ecall, code 1 means
that suc* entries ere not defined bhv therselves and occur toth in
the coverinc and the covered cet ) 2fter the Bukstitutiore are
rade in all definiticne and the worde are counted out of vir the
corresrondine N values are ascertained.» ™be rrocese 1s ggneateé
for different size covered *sets, 1.e. Vg is lert 8t dafferert
constant levels, for ea¢» run. (Te ;;te that a cuantrtatrvelw
rore ecatisfactorv ¥efirerert could have heen added to thre
dictiorarv=reduction rrocram, Fach basic tord sould re corpgred
with all the reraininc definitrons, and trctre whickt do not arvear
in ant defirition are to te eliminated. Thtis a basie word vould
occur in the dictionarv onlv if 1t 18 needed 1n a definitron,
vhaich ag the case in the ubreduced dictionarv, This tav, a moré
natural rrorortion between the bhasic torfs and others could te
restored. Fovever, in the nresent preliminars vorl, =t did not
t1sh to pav the considerablv bicher vrice for suct refihement.)
The proogram 1s verv comrley for two basic reasons., PFirst,
the definitions of words to tre replaced mav themselves contain
one or more words to te replaced., Therefore, as many as
necessarv iterations of réplacement have to be carried ocut in the
process, Second, thte huce data base rerresentinc the vhole
dictionarv tad to be subdivided into ) files onlv one of which
can he dealt with hy the proaram at a tirve, The iptermwediate

results of one run bave to te transferred to the suksecuent run,

which recmuires some. triclv oroorammina, A hrief descriptioh of
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the multi-file handline 1s qaven n the Aprpendix,

Figure 2 summarizes the results for four different levels of
the covered set. Althoush the nrocedure followed (leavinc one
and then two files out of the nine, and addusting for the bias
aintroduced) leade to cuantitative inaccuracies, the convectures
listed 1n the Tntroduction are fully corroborated.

* e @ W =B @ E oG G Qe Ep W B SR W W M W W W e, B E B W s @ W W W -

INSFRT FICURF 2 ABOUT HFPF

FINAL COMMFNTS

The data base encoded, some of the proorars used ang, most
of all, «he experience cained in dealinc vwith dictionaries and
their characteristic wvariables vill be useful in attackina the
next set Qf problers, ™he latter relate to the cuestion on what
size vocabularv is needed to cover a aiven number of dictionary
entries (without the ubimitous ctrcular definitions). The
answer should he oiven as a function of storage recmuirements and
brocessing time so that an optimum solution can te obtained for a
Familv of applicdtions on a machine vith a civen cost structure.
Such studv will involve the semantic irdex of the elements of the
covered set, the lexical valence of the elements of the coverinco

set, and the fremuencv of occurrence. of the elements of both sets,
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APPENDIX

In the following, we aive a brief desgcrirtion of the wav
multi-file handling has been orcanized

It was noted before that the whole dictitnary could not he
fitted ir the core memorv at one time and, therefore, the data
tase had to be subdavided into @ files to re nprocessed
separately. There was a need, however, for some flow of
information between runs dealinc with the different files. Thais
was arranced ry additional files constructed durinoc nrocessina
time as well as a fewr control variable values teina read from

cards at tke becinninc of runs subsecuent te the first one.
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The variabhle KNTPPT indicates the sectron of the dictionary
currentlv under studv, The variable INCONT 1s set to O for the
verv first run for each N value. This tells the procram to set
up new lists for Covered liest, Coverinc IList, and «o-called
Waitine UList. Tn all eubsecuent runs, it=e Yalue 1is 1 which
indicates that the prooram must brince these lists in from an
additional, external file.

The nrocrar examines the current section of the dictionarv,
entrv hv entrev, If the entrv ie an element of the hasic
vocabularv (tvpe 2), the prooram byvasses it when it deals waith
the unreduced dictionary (1t s hound to he rnrocessed as rart of
a definition later). Othertvise, this tyre of w ad is immediatelv
added to hoth the Covered List and the Coverino Iist (such word
alvavs covere itwelf), since the defiritions in vhich thev occur
may have heen eliminated,

If a wvord is not found on the Covered Iast, it 18 rmt there
and the approrriate ecounter is Jdncremented., Then all the trords
in the definition of the word 1in cuestion are nut on the Waitino
List, wvhxch 15 subsecuentlv processed, Thi=s is recessarv hecause
of the adorted rrircirle that all tre coverine rtords rust
themselves be covered. (Tabulated data are rPanincful onlv If
this condatior is satisfied,)

The vroorar eventuallv examines the Vaitaine Inst word bv
vvord, If the current vord is alreadv on the Covered List (1t mav
have cccurred earlyer Jin the @ictionary), the nrooram checks if
1t is also an the Coverine Liat (3t mav not he becanse it bae nét
vet occurred in the definrtion of another tord), If not, 2t is

put there and the arvronriate courter 1s Increaced A1)l torde on
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the ftasting Iist core from defimitions ard rust therefore he
added to the Cover'ne Tast, After a vorc har leen rrocesséd, it
12 deleted fror the fajtine Iiet (but ite procecsine mav have
caused nev entries to armear on the artina Iiet),

Tf the currert vord is not on the Covered Tist, it rust, of
course, he nut there, Tirst, hovever, the nrrooram teste {f the
mord. occurs in the section of the dictronarv cyrrently 1h core
memorv (its "numerrcal value" 1c hetween thode of the Firet and
the last tord of the saection), TUf the vord 1c not there, ite
processine 18 rostroned and the next tvnrd on the Maitine rist ia
examined hecavse it 14 more economical to nrocees  firet all the
tords available in the dictionary section present than to reed in
other sectiors of the dicticnarv as the words dictate it (merorv
s¥arpino 18 expensive),

"hen the hottor of @ non-emptv Wartine Tist 19 reached, thre
verds  remainine there must be an other sections of the
digtionarv,  Cuhsecuent dictionarv secticns are troucht 3n, to

replace the current ope, in a dvelic manrer wntil all rrocessine

18 completed,



