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A major goal of Artificial Tntelligence rescarch today is

to design systems that "understand'" @ body of knowledge, i1.c.

usc it whenever appropriate. The representation of the knowledae
iavailable to such an "understander" system is an important issue
for the system's design and is intimately related to the proposed
uscs of that knowledge. This book includes a collection of
thirteen papers.written by some of the best known rescarchers

who are currently working on understander systems. The papers

were selected anong those presented at a conference held in

memory of Jaime Carbonell.



Representation and Understanding

The contents of the book are as follows

1. Theory of Representation

1.

2.

3.

4.

Dimensions of Represcntation
NDaniel G. Bobrow

What's in a Link: Toundations for Scmantic Networks
William A. Woods

Reflections on the Formal Description of Bechavior
Josceph D. Becker

Systematic Understanding:

Synthesis, Analysis, and Contingent Knowledge

in Specialized Understanding Systems

Robert J. Bobrow § John Scely Brown

I1. New Memory Models

§. Some Principles of iemory Schemata

6.

7.

Danicl G. Bobrow & Donald A. Norman
A Frame for Frames:
Representing Knowledge for Recognition
Benjamin J. Kuipers
Frame Represcntations and
The Declarative-Procedural Controversy

Terry Winograd

IIT. Higher Level Structures

8.

Notes on a Schema for Stories

David E. Rumelhart

15
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9. The Structurec of Episodes in Memory
Roger C. Schank
10. Concepts for Representing Mundance Reality in Plans

Robert P. Abelson

1V. Scemantic Knowledge in Understander Systems
11, Multiple Representations of Knowledge
for Tutorial Recasoning
John Seely Brown § Richard R. Burton
12, The Rolec of Scmantics
in Automatic Specech IInderstanding
Bonnie Nash-Webber
13. Reasoning From Incomplete Kneowlcdge
Allan Collins, Elcanor l. Warnock,

Nellcke Aiello, § Mark I,. Miller

As stated in the book's introduction, the section on "Thcory
of Represcentation'" deals with gencral issues rcgarding the
rcprescntation of knowledge, while that on '"New Memory Models®
discusses the implications of the assumption that input informa-
tion is always interpreted in terms of large structural units
derived from experience. The section titled "IHligher lLevel
Structures" focuses on the representation of plans, cpisodes
and stories within memory. Finally, the scction on "Semantic
Knowledge in Understander Systems'” describes on-going work of
the. SOPHIE, SPEECHLIS and SCHOLAR projccts at BBN.

In attempting to review the papers that appcar in this book

collectively rather than individually, we arrived at a slightly
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Becker describes in [31 how computer science concepts such
as scheduling, backtracking, interrupts etc. can be used to model
aspects of (human or machine) behaviour such as goals, conflicts,
spheres of influence and decision making., Although the paper
does make sceveral interesting points, the lack of rigor hurts
the discussion. For example, the last section of the paper
presents an argument in favour of the. view that behavioural
descriptions arc relative in the senmse that behaviour admits
many different, and possibly ambiguous, descriptions, unlike,
say, a capacitor charging or discharging. But surely onc could
arguc that the capacitor's behaviour could also admit different
and ambiguous descriptions, such as '"the capacitor is delaying
a signal", "the capacitor is filtering out certain undesirable
frequencices'" etc. If one accepts this view, then there is no
straightforward, absolute, canonical or true description for
anything, not just for behavioural systems. Perhaps the author
is trying to establish a different point. I{ so, we missed 1it.

4] presents the SCA model, which is intended to provide
a framework for designing and comparing understander systems.,
The discussion gives accounts of two modules that arc part of
the model, the first to integrate incoming information to the
system's knowledge base, the sccond to usc the knowledge base
in order to answer quecstions. Three existing systems are
described within the framework of the SCA model as evidence of
the model's adeaquacy. As admitted by the authors, however, the

model is a very partial answer to an overall organization {or
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a system involving many processes. It should be added that with
the discussion being so peneral and devoid of detail, it is hard
to sce whether a genuine contribution is being made or whether
the model's apparent ability to it different existing syStems
is precisely due to the lack of detail.

The paper by D Bobrow and Norman [5], proposes (memory)
schemata as the constructs in terms of which the organization and
operation of a memory can be described. The propertices schemata
should have are then discussed and many rcquirements aie sct forth
for the adequacy of a representation Some of these are the use
of context-dependent descriptions to access schemata, the
accountability of all inputs, i.e. the ability of a memory system
1o account for all inputs, no matier how trivial, at somc lecvel,
and the distinction between data-limited and rcsource limited
processes. The overall framework that cmerges is quite interesting
because it takes into account issucs regarding the design of
large resource-limited systems that had only been studied in the
past in Operating Systems literature.

The first part of Winograd's paper 77 deals with the
declarative vs. procecdural represcentation controversy and the
tradec-offs involved. The controversy is an old one within computer
science and includes, among other things, the merits and demerits
of a (dcclarative) represcentation that allows programs to be
represented as data. The discussion in the paper is quite well-
written and argucs convincingly that the basic trade-off between

the tvo different types of represcntations is one of modularity,
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for deglarative, vs. flexible interaction among different facts,
{for procedural.

Schank's paper 101 includes a discussion on whether the
organization of human memory is cpisodic or semantic. An episodic
memory organiczation implics that knowledge is storcdfas temporally
dated cpisodes and events, with temporal spatial relations
linking these cvents. A semantic memory organization, on the
other hand, involves time-invariant knowledge a person posscsses,
e.g., '"all clephants are animals". A corollary of these
definitions is that an cepisodic memory organization favours
tcmporal and causal connectives (e.g., THEN, REASON, TNABLE ctc.),
whercas a semantic memory organization uses extensively the "1SA
hicrarchy" (e.g., "an clephant is-a animal"). The discussion
presented in the paper on this issue is somewhat confusing since
at onc point (pp. 255-256) the two types of organization arc
contrasted as if they-were mutually exclusive, while later on
(p. 263) thc paper argues for a combination of the notions of
semantic and cepisodic memory. Tn either case, Schank's work
certainly makes a comvincing argument in favor of an cpisodic
memory organization by showing how it can be used to represent

the mcaning of a paragraph.

IT . Cr. jue and Extensions of Representation of Knowledge Parodigms

Several papers, including some that were mentioned in the
previous section, criticize, refine, or extend one of the cxisting

paradigms for the represcntation of knowledge.
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The most notabhle example among those in this category is
Woods' paper 2] which criticizes many (mis)uses of scmantic
networks by pointing out situations where their scemantics are
poorly defincd.or cven inconsistent. Particular attention is
paid to the representation of quantification and that of reclative
clauscs.

As many of the rcaders undoubtedly know, Minsky's influcential
paper introducing V{rames" [15] provides more of an ideology than
a thceory for representing knowledge. Kuipers in [6] argues in
favor of a number of properties frames should have, such as the
labilitiy to describe an object or situation to varying degrees of
detail, the ability to bhe instantiated and the ability to handle
small perturhations of expected input data without major failures.
e illustrates the desirability of these features with a simple
example of object recognition,

The sccond half of Winograd's paper makes an attempt to
synthesize declarative and procedural aspects of a representation.
His proposal is based on {rames and uses a gencralization (ISA)
hierarchy having a number of fecatures, including the ability to
associate procedures to objects on the hierarchy which specify
how to perform diffcrert operations on those objects. Many of
the ideas in IS) and 171 have been incorporated in KRL 161,

as developed by D, Bobrow and Winograd.

ITI . Representing Different Kinds of Knowledge

Information entering an understander system may have many

different "forms", i.e. it may be coded as photographs or line
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drawings, simple sentences or paragraphs or cven complete
storics. Morcover, it may have different:-"content" i.e. involve
a fairy tale world of kings and dragons, a-blocks world of cubes
and pyramids, a social, mental or physical world. Onc important
aspect of the representation problem is the deflinition of a
collection of knawledge, defined by a restriction on its form
and/or content, and the investigation of the adequacy of a
particular representation.

As mentioned carlier, Woods' paper does discuss the repre-
scntation of quantification in terms of semantic networks, where
the form of the knowlecdge involved is presumahly (first order)
Predicate Calculus and the content is unconstrained. It also
discusses the represcentation of relative clausces and complex
séntences where the form is natural language and the content is,
again, unconstrained.

Rumelhart's paper 81 is primarily concerncd with the
discovery of structurc underlying simple storics. The structure
js defined in terms of a phrasc structure grammar with scemantic
rulecs associated to cach production. The paper certainly follows
the general trend towards studying linguistic units larger than
senlences, such as paragraphs, dialogues or stories. Whether
the methodology used (in particular, phrase structurc grammars)
will be found adequate for the descrijtion of structure in storics
remains to be scen.

Schank [97 dcals mainly with the problem of constructing

a structure of causally-1linked actions and changes of statces
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(episodes) from a paragraph., When episodes arc uscd to make
sense of new inputs in often-experienced situations, they are
called "scripts". The paper conds with a brief introduction of
scripts. More details about them can be found in more recent
publications by Schank and his students, e.g. [17,18].

Rumelhart's and Schank's work are related in that théy both
attempt to deline the structure of a collection of knowledge
limited with respect to form (stories for Rumelhart,. paragraphs
for Schank) and unconstrained with respect to content. Moreover,
both papers agrce that the underlying representation used must
involve causally-linked events, and the causal connectives they
cmploy are similar,

Abelson's paper is concerned with the representation of
"mundane recality" involving social actions. The approach he
follows is to postulate a number of primitive states and actions
far achiceving these states, in terms of which hopefully all simple
social behaviour can be described., The discussion of .the
primitives is quite thorough, but the examples given do not
proQide_sufficient evidence that the primitives proposecd arc in
fact descriptively adequate. Abelson's work is complementary to
Schank's in scveral respects and there is more rccent joint work

on the subject [19].

IV'. On-going Projects involving Understander Systems

The last threc papers of the book discuss particular projects

involving the design and implementation of understander systems.
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[11) describes the scope, basic methodology, and achicvements
of SOPHIE, a knowledge-basced computer aided instruction (CAI)
system which attempts to teach a student about clectronic.circuits
by asking questions, answering questions and letting him try out
his idcas. Of particular intcrest to computational linguists
should be the section describing the "scemantic grammar" developed
by Burten to handle the types of scentences expected during a
dialogue on clectronic circuits,

Nash-Webber (127 provides an overview of the BBN SPEECHLIS
project in the context of a discussion on the usce of semantic
knowledge for spcech understanding., Finally, [13] discusscs some
of the inference rules implementod or being eonsidered for
implementation by the SCHOLAR projecct whose aim is to devclop a
knowledge-based CAI system that tcaches gcography. The recader.
may find many of the rules stated in the papcer completely recason-
able and yet quite shaky from a logical point of view. For
example, onc rule (the uniqueness assumption) states that if only
one thing is found, it can he assumed that it constitutes a
complete set. Thus if somcone knows of only onc city called
"Springfield" and located in Massachussctts, he can use the
uniqueness assumption to reply '"no" to "Is Springficld in Kentucky?"
even though there may well he such a city.

The papers in this scction constitute an important complement
to the rest of the book which often involves discussions that are
too far removed from the reality of an implemented (or implementable;

system,
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Overall, this book provides an cxcellent review of the state
of the art, circa 1975, on the problem of represcenting knowledge.
*Tt should be apparent {rom the previous discussion that the
book assumes a familiarity with basic issues of representation
and understander system design. For more introductory discussions,

the recader is referred to [147 or Schank and Colby [20]7.
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