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NEW OFFICERS FOR 1977
AssoCIATION FOR COMPUTATIONAL LINGUISTICS

President PauL CHAPIN
National Science Foundation

Vice President JONATHAN ALLEN
Massachusetts Institute of Technology

Secretary-Treasurer DONALD E. WALKER
Stanford Research Institute

Executive Council JERRY HOBBS
City University of New York

Continuing members of the Executive Committee are Bonnie
Nash-Webber (through 1977) and Timothy C Diller (through
1978). Continuing members of the Nominating Committee are
William A. Woods, Jr. (1977) and Aravind K Joshi (1978)

The Editor is a member of the Executive Committee ex officio
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15TH ANNUAL MEETING
AssocIATION FOR COMPUTATIONAL LINGUISTICS

PAaLMS LOUNGE., WALSH BUILDING
GEORGETOWN UNIVERSITY
WasHINGTON., D. (.

MarcH. 16 - 17, 18977

CALL FOR PAPERS

l-page abstract, with title but no name
Letter with author's name and paper title

DEADLINE January 1, 1977
Members of ACL should have received prior
notice of this deadline by letter.

ADDRESS Jonathan Allen
Room 36-575
Massachusetts Institute of Technology
Cambridge 02139

The Georgetown University Round Table
(on Linguistics and Anthropology) will
be held immediately following the ACL
meeting.
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MINUTES: 1ith Anpual business Meeting
8 Uctobel 14976

Clifst Hotel, San Francisceco, California
Pregident ~itan retrick pres ddnag

ANNNOONCHMEN

Petriax announced that Hood Roberts, Secretarye
Treagsurer ot the ACL tor the paest five vyears has resjianed
from that post, coincident with his departure from the
Center tor Arplied Linguistics to establish his own
coMpany, Nonb walkel has been appointed to the nosition on
ar 4nterim tasls for the remainder ot tne Year, ©Petrick
eXfressed the qratitude and appreciation of tne Associakion
for the dedication and service Roberts has provided during
his tenure a sentjivtent strongly supported by the members
Fresent.,

REFORTIS FPK®Y THE SECKRETARY-TREASURER

Walker read the Secretary-Treasurer’s Report and the
Financial Report, poth of which nhad been prepared by
kKokerts. Coplies Aare attached to these Minutes, Membership
renewals, tillinad practices, and the financial status of the
Asspociation wgre discussed, Petrick announced that John
Moyne., as Chairran of the Membershipr Committee, was
preparing a carpalagn to recruit new memoers,

AMERICAN JOUKUAL OF COMPUTATLIONAL LINGUISIICS

Petrick reviewed tne status ot the AJCL 1n the absence
of pPave HKays, its tkditor, In discussing Hays” recent survey
of the membership about the Joyrnal, pPetrickx remarked on 1its
quajjty and thorouahness, both in pPrevaration and in the
anarysis of the results, Over 200 members responded, an
unNusvally nigh percentaje; they strongly suprorted
continulna publication in microfiche form. JThere was a&also
congjderable interest expressed in haviny The Finite String
avajlarle {n haro copy and in making it possibple to acquire
fuly size copies ot certain articles, Pefrick ennounced an
Executive Committee decision, contingent on adeguate
tinancial support, that at least part of the contents of the
Finjte S8tring would be 1{issued in nard copy form,
partjcularly those fitems of key importance and timely
interest to the membersnhip, The cost of making hard copies
of articles availilable wsould be determined, and members
wolld be notified accordingly.
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Petrick announted that the Executive Commjittee had
vot'ed to increase the bkditorial Board ot the AJCL from 14 to
1% memkers and to establish three year terms qf office with

five , pefw members to be 4appPointed each year on a regular
basis,

DUE s

Petrick announced that the increases in expenses
associated with the AJCL and with tne preparation and
distrivution of & haracopy newsletter required raising the
dueg 85 to a3 new tatal of s$1% tor individual memberships. A
SUdqgestion was made from the floor that a c¢class of family
merpership be established that would alJlow reduced dues tor
one pf two spouses s$o that both could be members but only
one copyY ©Of publications would be received,

THE mil CUK CORRESPUNDENCE

Petrick announced that the Executive C(Commjittee had
decidea to wpublish all the information that could be
gathered arout recent events assocliated with Igor Mel‘’cuk,
Mel cukx Nas fired from bhis long term position as Senior
Research Fellow ot the Institute of Linguistics in the
ACademy of Sciences of the USSR, ostensibly on the basis of
a letter he had submitted ¢to the New York Times, The
letter, which Was published in Janvary. expressed
aisagreement with the criticisms of Andrei Sakharov made by
the soviet press. 1Im March, Mel cuk was fired; subsequently
he prepdred a letter describlng the ¢ircumstances and asked
that it pe brought to the attention ot American scientists,
Quegtions had been raised about the appropriateness of
publishling such correspondeénce on the grounds that {t might

hurt ejther Me]l] cuk or the ACL or both. An extensive
discussion from the floor indicated that a variety of
posjtions were taxken on the issue, Petrick assured the

melinhers that the Soviet position would be Trepresented to the
extent that information about it was available,

NEXT ANNUAL MEETING

The 15th Annual Meeting of tne ACL is peing planned for
washinatonzs D.C., in conjunction with the Georgetown
University Rcouna Table on Lanyuages and Linguistics,
Tentative dates are 15«16 March 1977.
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kkEPOKTS

Martin Ray reported brietly on COLING 76, the &th
Internagtional Gonference on Computational Linguistics, which
was held at the University of Ottawa, uUttawa, Canada, from
28 June to ?2 July 1976, The next conference is scheduled
tor varna, bpbulgaria, in 1978,

Nalker anpounced that the next International Joint
Contererfce on Artiticial Intelligepce will be held 22=-2o

Auayst 149477 at the Massachusetts lnstftute of Technology in
Cambrigne, Massachusetts,

Jane Robipson reported on Local Arrangements, with
pdartjcular emt has1s On the banguet SsChedulea for the

evening., shortly atter the conclusion of the Pusiness
Meeting.

Paul Charin 1eprorted tor the Program Committee, Uf the
21 abstracts submitted, 14 were acceprted; he expressed his
apoyreciAation to the Comnjittee mempbpers for their assistance,
Ris experijience «ith publicity about the Call for Papers
sudgested that a check l1ist be establishei to provide more
effectjive notitication,

Bob barnes reported‘for the Nomination Committee that
the following slate of officers had been Proposed:

President:r Faul Chapin, NSk

Vice President: Jonathan Allens MIT
Secretary Ireasurer; Don dalker, SRI
Fxecutive Committee:s Jerry Hoobss, CUNY
Naminating Committee: Stan Petrick, IBM™M

A maotion that the slate be Aaccepted unanimously was carried,

bonnie Nash=webber expressed the appropriate sentiments
{in rtnhe form O0f a4 Resolutions Committee RepoOrt.

NEWw RUSINESS

Tre microtiche question was raised agzain., and Petrick
reviewed the results of the questionnaire, the decision to
provide newsletter information in hard copy form, and the
provision of hard copies of selected articles at cost,

Ihe meeting adjourned.

Decnagld k., walker
Secretary=-Treasurer, Pro=Jiem
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ASSUCTATIUN FOR COMPUTATILIONAL LINGUISTICo
Secretary~-Treasurer s Report
NDeayr Colleajues:

I am always sSorry on those rare occasions when J cannot
attend the annual meeting of ACL; my Angst is €ven greater

now that thais meet ina is my last ohe as your
seCretary=treasurer, My annual report to vyou typically
congists of statements about membership and finances, Tnis

wil] bpe a typical report,
Memphership:

when the nevw jJournal was first issued {n 1974 there
was, a dramatic increase in the number of ACL members<-=from
just upnder 100 in 1973, to over B00 by early 1975, Since
then, these impressive gains have been sg serjous)ly eroded
that ouyr current mefrbership stands at 580 (445 1individuals
and 135 {nstjitutions), A total of 212 individuals and 46
institutions who had pald for 19795 &id not renew for 1976,
althouah each week several renewals continue to dribble in.
Several reasons might be thought o0f for the decline:

1, The hedvy promotional activities at the beginning
broyght 1In some members who really weren’t as interested in

cormputational linguyistits as they may have thougnt they
wele,

2. Some members dao not like microfiches,

3. The recently establisned method of billing members for
thejr annual dues (i1ncluding the dues notice on one of the
opague cards in the Jjournal) which was conceived as an
economy measure <clearly failed to produce reSults, and I
WOUld urge-=pragmaticallye--that this method never be %ried
againe.

It is hoped that the newly reactilivated membership

committee, under the chairmanship o0f John Moyne, will be
able to devise creative answers to this chronic problem,

Finances:

In an organization such as o®rs, where the association
is alpost entirely dependent on the payment of annual dues.,
eveén a slight drop 1n membership caugses sSerjous problems,

This vyears financial situation was further exacerbated bv
three additiomal things:

7
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1. The cortinued, unreail stically low dues ratre of $i0, for
whi¢p members, are recelving nearly ‘2,000 microfiche pages
vearly, {tThis proolem was not unexpected and was discussed
at the last Annual Meeting in Boston, and there were qgood
reasons for leaving tne dues at $10 uhtil such time as the
AClL depided what to 0o about the Jjournal,l

2. Inflation

3. iineXpected char jes «= primarily the $1,130,00 for
refreshments (cotfee and paestries) which were generously
provided by the oSheraton Hotel at the last annual meeting,

{1 now believe that the Sheraton chain, 1ndeed, is owned by
I1T1 )

The customaly categorjized financjial] statement 1is gliven
Felow., Althouah the statement reflects ACL’S income angd
exXpPerseS, sohmre adijustments within these figures will be made

later., pending a detallea alloocAation of the costs incurred
in and i1ncome derived from the TLNLAP VvVolumes,

Fespeecttully submitted,

A, Hood Roberts

&6 Uetaorer 1970
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ASSUOCTATION FUR COMPUTATIONAL LINGUISTICS

Financla)l Report for 1976

Balance as of 0Octowner 30, 1975 S 2,10€.19
Recejipts:
Mempbership dues- 1975«1976 14,355,227
Acl. 7¢ meeting receipts to date 357.15

$16,818.61

Disbirsements:
Agninistrative costs, office supplies,
majiling, and AJCL costs not

covered by CAL Account 317 $ 4,777.64
Membership ACAL 50400
AFIPS aues 1970 50000
Arnua)] wreeting costs 1975«1976 1,130.58

Paid out ot ACL membership regceipts
into CAl. Account 317 for AJCL.,
as reguired by NSF 9,039,60

$15,497 ,82

Balance as of Qctober 1, 1976 s 1,320,.79

9
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THIRD INTERNATIONAL CONFERENCE ON
COMPUTING IN THE HUMANITIES

2 -5 Aucust 1977
WATERLOO. ONTARIO

SPONSORED BY THE UNIVERSITIES OF MONTREAL AND WATERLOO

THEMES

Frontiers between language and literature, Fine arts;
Graphics, Historical studies, Information retrieval;
Input techniques, Lexicography, Literary stylistics;
Meddieval studies; Music; Photocomposition, Public
service systems, Semantics

INTERNATIONAL COMMITTEE F. V. Spechtlexr, Austria; J. R. Allen,

Canada, A. Jones, England, I T. Piirainen, Finland,
L. Fossier, France; W. Lenders, Germany; M. L. Alinei,
Holland, S. C. Loh, Hong Kong, F. Papp, Hungary,

B. Jébnsson, Iceland; S. K. Havanur, Inddia; U. Oman,

Israel, L. F. Lara, Mexico, K. Hyldgaard-Jensen, Sweden,
J. Joyce, USA, J. Raben, USA.

REGISTRATION Professor J. S. North

Chairman, ICCH3
Department of English
University of Waterloo
Waterloo, Ontario, Canada
N2L 3Gl

: 10
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FIFTH INTERNATIONAL SYMPOSIUM ON THE USE OF COMPUTERS IN

LINGUISTIC AND, LITERARY ANALYSTIS

UNIVERSITY OF ASTON IN BIRMINGHAM
5 -7 Aprir 1978

Authorship studies Syntactic analysis
Concordances Text editing

Classical studies Language-oriented groups
Input-output Education

Oriental studies Lexicography

Software Literary statistics

Stylistic analysis

ADDRESS FOR CORRESPONDENCE

Professor D. E. Ager

CLLR

Department of Modern Languages
University of Aston in Birmingham
Gosta Green

Birmingham B4 TET

England
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FOURTH ANNUAL CONFERENCE

COMPUTER

GRAPHICS ANDTD

INTERACTIVE .TECHNIQUES

HyaTtT House. SaN Jose, CALIFORNIA
Jury 20 - 22, 1977

CALL FOR PAPERS

TOPICS

DEADL INE

PROGRAM CHAIRMAN

Graphical theory and techniques such as
languages, hardware, software, tools, porta-
bility, standards, device independence,

line graphics, raster graphics, data struc-
tures, satellite systems, human factors,
applications in the area of environmental,
urban, transportationh, cartography, biomedi-
cine, animation, computer aided design, art,
music, business, statistics, recreational
graphics, decision making, and computer
graphics education.

Papers may report original work, unusual
or unique applications or techniques of
computer graphics, or they may evaluate
graphical specifics

A short abstract is requested by December 1,
1976, and the final paper must be submitted
by May 2, 1977

James E George 415-447-1100 Ext 3360

Los Alamos Scientific Laboratory
P. O. Box 1663, MS 272
Los Alamos, New Mexico 87545

: 12
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CaLL For pAPERS: 1977 CoNFERENCE ON COMPUTERS IN THE
UNDERGRADUATE CURRICULA

MICHIGAN STATE UNIVERSITY. EAST LANSING
June 19-22, 1977

SUBSTANCE

Reports of actual experience with computer use in a specific
course or sequence of courses, in any field except computer
science. No proposals; no repetition of previous reports
without substantial new results. Survey papers only with
syntheésis or thorough evaluation.

FORMAT

Original manuscript suitable for reproduction in the proceedings.
Typed, double spaced, up to 15 pages. 8'"x10" pictorial matter,
glossy B&W photographs or photographable drawings.

Title page. Authors' names, complete mailing address, telephone
numbers, if multiple, indicate which handles correspondence and
will deliver the talk. Each page should have the principal
author's name .on it.

DEADLINE - January 15, 1977

ADDRESS

Gerald L. Engel, Virginia Institute of Marine Science,
Gloucester Point, Virginia 23062.

TRAVEL GRANTS

A limited number of partial travel and subsistence grants may
be available to speakers and others from minority institutions
and small golleges. Information and appE=ycations from CCUC/8
Travel Grant Committee, Eppley Center, , East Lansing 48824


Administrator
Note
Not Clear in the film
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REPRESENTATION AND UNDERSTANDING
STUDIES IN COGNITEIVE SCIENCE

EDITED BY DANIEL G. BoBROW AND ALLAN COLLINS
Xerox Palo Alto Research Center and Bolt Beranek and Newman

Academic Press, Inc.
New York

LC 75-21630 $15.00 ISBN 0-12-108550-3

REVIEWEDR BY JOHN MYLOPOULOS

Department of Computer Science
University of Toronto
Toronto, Ontario, Canada M5S 1A7

A major goal of Artificial Tntelligence rescarch today is

to design systems that "understand'" @ body of knowledge, i1.c.

usc it whenever appropriate. The representation of the knowledae
iavailable to such an "understander" system is an important issue
for the system's design and is intimately related to the proposed
uscs of that knowledge. This book includes a collection of
thirteen papers.written by some of the best known rescarchers

who are currently working on understander systems. The papers

were selected anong those presented at a conference held in

memory of Jaime Carbonell.



Representation and Understanding

The contents of the book are as follows

1. Theory of Representation

1.

2.

3.

4.

Dimensions of Represcntation
NDaniel G. Bobrow

What's in a Link: Toundations for Scmantic Networks
William A. Woods

Reflections on the Formal Description of Bechavior
Josceph D. Becker

Systematic Understanding:

Synthesis, Analysis, and Contingent Knowledge

in Specialized Understanding Systems

Robert J. Bobrow § John Scely Brown

I1. New Memory Models

§. Some Principles of iemory Schemata

6.

7.

Danicl G. Bobrow & Donald A. Norman
A Frame for Frames:
Representing Knowledge for Recognition
Benjamin J. Kuipers
Frame Represcntations and
The Declarative-Procedural Controversy

Terry Winograd

IIT. Higher Level Structures

8.

Notes on a Schema for Stories

David E. Rumelhart

15
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9. The Structurec of Episodes in Memory
Roger C. Schank
10. Concepts for Representing Mundance Reality in Plans

Robert P. Abelson

1V. Scemantic Knowledge in Understander Systems
11, Multiple Representations of Knowledge
for Tutorial Recasoning
John Seely Brown § Richard R. Burton
12, The Rolec of Scmantics
in Automatic Specech IInderstanding
Bonnie Nash-Webber
13. Reasoning From Incomplete Kneowlcdge
Allan Collins, Elcanor l. Warnock,

Nellcke Aiello, § Mark I,. Miller

As stated in the book's introduction, the section on "Thcory
of Represcentation'" deals with gencral issues rcgarding the
rcprescntation of knowledge, while that on '"New Memory Models®
discusses the implications of the assumption that input informa-
tion is always interpreted in terms of large structural units
derived from experience. The section titled "IHligher lLevel
Structures" focuses on the representation of plans, cpisodes
and stories within memory. Finally, the scction on "Semantic
Knowledge in Understander Systems'” describes on-going work of
the. SOPHIE, SPEECHLIS and SCHOLAR projccts at BBN.

In attempting to review the papers that appcar in this book

collectively rather than individually, we arrived at a slightly
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Representation and Understanding 18

Becker describes in [31 how computer science concepts such
as scheduling, backtracking, interrupts etc. can be used to model
aspects of (human or machine) behaviour such as goals, conflicts,
spheres of influence and decision making., Although the paper
does make sceveral interesting points, the lack of rigor hurts
the discussion. For example, the last section of the paper
presents an argument in favour of the. view that behavioural
descriptions arc relative in the senmse that behaviour admits
many different, and possibly ambiguous, descriptions, unlike,
say, a capacitor charging or discharging. But surely onc could
arguc that the capacitor's behaviour could also admit different
and ambiguous descriptions, such as '"the capacitor is delaying
a signal", "the capacitor is filtering out certain undesirable
frequencices'" etc. If one accepts this view, then there is no
straightforward, absolute, canonical or true description for
anything, not just for behavioural systems. Perhaps the author
is trying to establish a different point. I{ so, we missed 1it.

4] presents the SCA model, which is intended to provide
a framework for designing and comparing understander systems.,
The discussion gives accounts of two modules that arc part of
the model, the first to integrate incoming information to the
system's knowledge base, the sccond to usc the knowledge base
in order to answer quecstions. Three existing systems are
described within the framework of the SCA model as evidence of
the model's adeaquacy. As admitted by the authors, however, the

model is a very partial answer to an overall organization {or
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a system involving many processes. It should be added that with
the discussion being so peneral and devoid of detail, it is hard
to sce whether a genuine contribution is being made or whether
the model's apparent ability to it different existing syStems
is precisely due to the lack of detail.

The paper by D Bobrow and Norman [5], proposes (memory)
schemata as the constructs in terms of which the organization and
operation of a memory can be described. The propertices schemata
should have are then discussed and many rcquirements aie sct forth
for the adequacy of a representation Some of these are the use
of context-dependent descriptions to access schemata, the
accountability of all inputs, i.e. the ability of a memory system
1o account for all inputs, no matier how trivial, at somc lecvel,
and the distinction between data-limited and rcsource limited
processes. The overall framework that cmerges is quite interesting
because it takes into account issucs regarding the design of
large resource-limited systems that had only been studied in the
past in Operating Systems literature.

The first part of Winograd's paper 77 deals with the
declarative vs. procecdural represcentation controversy and the
tradec-offs involved. The controversy is an old one within computer
science and includes, among other things, the merits and demerits
of a (dcclarative) represcentation that allows programs to be
represented as data. The discussion in the paper is quite well-
written and argucs convincingly that the basic trade-off between

the tvo different types of represcntations is one of modularity,
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for deglarative, vs. flexible interaction among different facts,
{for procedural.

Schank's paper 101 includes a discussion on whether the
organization of human memory is cpisodic or semantic. An episodic
memory organiczation implics that knowledge is storcdfas temporally
dated cpisodes and events, with temporal spatial relations
linking these cvents. A semantic memory organization, on the
other hand, involves time-invariant knowledge a person posscsses,
e.g., '"all clephants are animals". A corollary of these
definitions is that an cepisodic memory organization favours
tcmporal and causal connectives (e.g., THEN, REASON, TNABLE ctc.),
whercas a semantic memory organization uses extensively the "1SA
hicrarchy" (e.g., "an clephant is-a animal"). The discussion
presented in the paper on this issue is somewhat confusing since
at onc point (pp. 255-256) the two types of organization arc
contrasted as if they-were mutually exclusive, while later on
(p. 263) thc paper argues for a combination of the notions of
semantic and cepisodic memory. Tn either case, Schank's work
certainly makes a comvincing argument in favor of an cpisodic
memory organization by showing how it can be used to represent

the mcaning of a paragraph.

IT . Cr. jue and Extensions of Representation of Knowledge Parodigms

Several papers, including some that were mentioned in the
previous section, criticize, refine, or extend one of the cxisting

paradigms for the represcntation of knowledge.
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The most notabhle example among those in this category is
Woods' paper 2] which criticizes many (mis)uses of scmantic
networks by pointing out situations where their scemantics are
poorly defincd.or cven inconsistent. Particular attention is
paid to the representation of quantification and that of reclative
clauscs.

As many of the rcaders undoubtedly know, Minsky's influcential
paper introducing V{rames" [15] provides more of an ideology than
a thceory for representing knowledge. Kuipers in [6] argues in
favor of a number of properties frames should have, such as the
labilitiy to describe an object or situation to varying degrees of
detail, the ability to bhe instantiated and the ability to handle
small perturhations of expected input data without major failures.
e illustrates the desirability of these features with a simple
example of object recognition,

The sccond half of Winograd's paper makes an attempt to
synthesize declarative and procedural aspects of a representation.
His proposal is based on {rames and uses a gencralization (ISA)
hierarchy having a number of fecatures, including the ability to
associate procedures to objects on the hierarchy which specify
how to perform diffcrert operations on those objects. Many of
the ideas in IS) and 171 have been incorporated in KRL 161,

as developed by D, Bobrow and Winograd.

ITI . Representing Different Kinds of Knowledge

Information entering an understander system may have many

different "forms", i.e. it may be coded as photographs or line
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drawings, simple sentences or paragraphs or cven complete
storics. Morcover, it may have different:-"content" i.e. involve
a fairy tale world of kings and dragons, a-blocks world of cubes
and pyramids, a social, mental or physical world. Onc important
aspect of the representation problem is the deflinition of a
collection of knawledge, defined by a restriction on its form
and/or content, and the investigation of the adequacy of a
particular representation.

As mentioned carlier, Woods' paper does discuss the repre-
scntation of quantification in terms of semantic networks, where
the form of the knowlecdge involved is presumahly (first order)
Predicate Calculus and the content is unconstrained. It also
discusses the represcentation of relative clausces and complex
séntences where the form is natural language and the content is,
again, unconstrained.

Rumelhart's paper 81 is primarily concerncd with the
discovery of structurc underlying simple storics. The structure
js defined in terms of a phrasc structure grammar with scemantic
rulecs associated to cach production. The paper certainly follows
the general trend towards studying linguistic units larger than
senlences, such as paragraphs, dialogues or stories. Whether
the methodology used (in particular, phrase structurc grammars)
will be found adequate for the descrijtion of structure in storics
remains to be scen.

Schank [97 dcals mainly with the problem of constructing

a structure of causally-1linked actions and changes of statces
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(episodes) from a paragraph., When episodes arc uscd to make
sense of new inputs in often-experienced situations, they are
called "scripts". The paper conds with a brief introduction of
scripts. More details about them can be found in more recent
publications by Schank and his students, e.g. [17,18].

Rumelhart's and Schank's work are related in that théy both
attempt to deline the structure of a collection of knowledge
limited with respect to form (stories for Rumelhart,. paragraphs
for Schank) and unconstrained with respect to content. Moreover,
both papers agrce that the underlying representation used must
involve causally-linked events, and the causal connectives they
cmploy are similar,

Abelson's paper is concerned with the representation of
"mundane recality" involving social actions. The approach he
follows is to postulate a number of primitive states and actions
far achiceving these states, in terms of which hopefully all simple
social behaviour can be described., The discussion of .the
primitives is quite thorough, but the examples given do not
proQide_sufficient evidence that the primitives proposecd arc in
fact descriptively adequate. Abelson's work is complementary to
Schank's in scveral respects and there is more rccent joint work

on the subject [19].

IV'. On-going Projects involving Understander Systems

The last threc papers of the book discuss particular projects

involving the design and implementation of understander systems.
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[11) describes the scope, basic methodology, and achicvements
of SOPHIE, a knowledge-basced computer aided instruction (CAI)
system which attempts to teach a student about clectronic.circuits
by asking questions, answering questions and letting him try out
his idcas. Of particular intcrest to computational linguists
should be the section describing the "scemantic grammar" developed
by Burten to handle the types of scentences expected during a
dialogue on clectronic circuits,

Nash-Webber (127 provides an overview of the BBN SPEECHLIS
project in the context of a discussion on the usce of semantic
knowledge for spcech understanding., Finally, [13] discusscs some
of the inference rules implementod or being eonsidered for
implementation by the SCHOLAR projecct whose aim is to devclop a
knowledge-based CAI system that tcaches gcography. The recader.
may find many of the rules stated in the papcer completely recason-
able and yet quite shaky from a logical point of view. For
example, onc rule (the uniqueness assumption) states that if only
one thing is found, it can he assumed that it constitutes a
complete set. Thus if somcone knows of only onc city called
"Springfield" and located in Massachussctts, he can use the
uniqueness assumption to reply '"no" to "Is Springficld in Kentucky?"
even though there may well he such a city.

The papers in this scction constitute an important complement
to the rest of the book which often involves discussions that are
too far removed from the reality of an implemented (or implementable;

system,
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Overall, this book provides an cxcellent review of the state
of the art, circa 1975, on the problem of represcenting knowledge.
*Tt should be apparent {rom the previous discussion that the
book assumes a familiarity with basic issues of representation
and understander system design. For more introductory discussions,

the recader is referred to [147 or Schank and Colby [20]7.
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The book under review contains the proceedings of a small con-
ference (22 participants) with the same title, held in October
1973 at the Urban Life Center, Columbia, Maryland. The confe-
rence was one in a series called "Communicating by Language',
sponsored by the Nationa’l insticute of Child Health and Human

Development (NICHD). There are 19 papers, divided into 3 major

sections, viz.
I The development of speech in man and child
IT Language without speech (dealing with sign language)
ITI Phonology and language
Some papers are followed by comments of one of the participants
each paper or coherent group of papers is followed by a summary
of the open discussion. A separate IVth section of the book

contains reflections on the conference by Ira J. Hirsh. Refe-
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rences are presented at the end of each paper. The editors
have provided a name index and a subject index at the end of
the book.

Many linguists and psycholinguists take it for granted
that language can be studied without studying speech. Like-
wise many speech researchers seem to work from the view that
the production and perception of speech can be studied without
studying language. This situation leads Alvin Liberman to
state in his '"Introduction to the conference' that ''our topic
--the role of speech in language--is not an established one;
no one has made it the direct and primary object of his research."
Although this statement is perhaps too categorical, it certainly
is wvalid for most of the field. (An obvious exception, to my
mind, is among others Professor Lindblom of the University of
Stockholm, who systematically explorés the explanatory value
of quantitative models of speech production and perception in
phonology, e.g. Lindblom 1972, 1975). The organizers of the
conference, Kavanagh and Tiberman, have taken care to select
well-known researchers with different backgrounds and different
interests to discuss the various problems which may be derived
from the central question: 'do we increase our understanding
of language when we take into account that it is spoken?"

The resulting texts make interesting reading, although
one will look in vain for a convincing answer to the initial
question. Different investigators have different opinions and

the present state of knowledge does not seem to make it
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possible to settle the matter. In most papers specialist
knowledge is freely intermixed with speculation, and it is not
always easy to tell the one from the other. The discussions
generally serve more to continue speculation than to criticize
in detail each other's thinking. These remarks are not meant
as a criticism of the cenference and its proceedings. They
intend to give an indication, however, of the style of this
book, and a warhing that one will not find here a thorough
discussion of empirical data or explicit, testable theories,
that could be of use in more practically oriented work. Instead
one finds a number of inspiring expositions of such diverse
topics as. similarities and dissimilarities between human and
animal communication systems, the evolutionary connections
between language, speech, and tool-making, the primacy of pro-
duction or perception in the phylogenesis and the ontogenesis
of speech, the primdcy of signs or speech in the evolution of
language, the articulate structure of signs in those who have
sign language as their first language, the origins of phonolo-
gical change, and the parallels in phonological and other lin-
guistic organization of language.

Below I will make a few remarks on a few selected topics:

a) The evolution of speech and language
b) Spoken language and sign language

¢) Innate feature detectors

d) The absence of prosody

I will not attempt to cover in this review all papers in the

book.
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A, THE EVOLUTION OF SPEECH AND LANGUAGE

In a number of places in this volume attempts are made to re-
late results of recent empirical studies of several kinds to
theoretical ideas on the evolution of speech and language in
early man. So Peter Marler gives an interesting description
of communication systems in nonhuman primates and birds. His
data on monkeys show a difference between discrete signal sys-
tems, consisting of a limited number of acoustically well-
distinguished sound signals, used by monkeys living in dense
forests and having little visual contact, and graded signal
systems displaying continuous variation of sound signals, used
by terrestrial monkeys. The bird data on the white-crowned
sparrow lead him to the concept of an innate auditory template
for bird song, modifiable by a suitable extermnal model and
serving for the development of vocal behavior. In his specu-
lations on the origin of speech Marler emphasizes the impor-
tnace of the evolution of innate but modifiable auditory tem-
plates for speech sounds, serving to distinguish between
acceptable and nonacceptable models for vocal development, for
classifying acceptable sounds into. subcategories and for de-
veloping speech. He also assumes that, while categorical
processing was developed as an aid in identifying sounds from
memory, continuous sensory processing of sounds was retained,
thus leading to an intermingling of categorical and noncatego-
rical (discrete and graded) processing. He finally suggests

that '"The substitution of categorical for continuous processing
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of speech sounds may have directly facilitated the introduction
of syntax as a radical innovation in primate communication'.
There appear to be two basic assumptions underlying
Marler's reasoning. One is that comparative studies of sensory
and vocal behavior in animals and man mav lead to interesting
theories about specific properties of the human brain under-
lying man's capacity for speech and language. The other is
that such studies may clarify the order in which postulated
changes in vocal perception and development might have occurred
in the evolution of early man. There is an important diffe-
rence between these two assumptions. Whereas the former may
lead to theories or hypotheses which in principle might become
testable, the latter does not, at least not within the limits
of this reviewer's imagination. Obviously this lack of testa-
bility is common to many speculations about the evolution of
humant behavior. This has in the past not kept scientists from
making reasonable guesses particularly about the evolution of
language and speech, and probably will not do so in the future
In this volume both Hewes in his comments on Mattingly's paper
and Liberman in his own contribution relate the genesis of
language to toolmaking. Hewes observes similarities between
syntactic structures and the prescribed order of the wvarious
steps necessary for the manufacture of flakes from a prepared
Levallois core. Liberman, taking the same line of thought,
states that the Levallois toolmaking technique cannot reason-

ably be described by means of a phrase-structure grammar. A
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transformational grammar which formally incorporates a memory
is necessary. As far as I understand his reasoning this is so
because in making a particular chip one has to keep two things
in mind, both the last chip that has been made and the final
form of the tool. It seems to me, however, that in order to
give his argument its force it still has to be shown that
there is a fundamental difference in the necessary complexity
of underlying mental structures between Levallois toolmaking
and many forms of goal-oriented behavior we find in higher
animals.

Liberman also suggests that the final crucial stage in
the evolution of human language would appear to be the develop-
ment of the bent two-tube supralaryngezl vocal tract of modern
man, which allows its possessors to generate acoustic signals
that (1) have very distinct acoustic properties and (2) are
easy to produce, being acoustically stable. Reconstructions
from fossils tell him that the Neanderthal hominids had to do
without this asset, and therefore probably retained a communi-
cation system with a mixed phonetic level that relied on both
gestural and vocal components. At this point the reader parti-
cularly feels the need for an expert criticism of the wvalidity

of such reconstructions.

B, SPOKEN LANGUAGE AND SIGN LANGUAGE
The question whether speech or gestural communication has been
more important in the evolution of human language came up

several times during the conference. 1In reaction to Mattingly's
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idea that '"'speech exemplifies a thoroughly and peculiarly
human kind of knowing'' Hewes commented that the depigmentation
of the volar skin would indicate the antiquity of nonvocal
commynication. Indirect support for this supposed antiquity
of gestural communication comes from some fascinating studies
of American Sign Language (ASL), according to Bellugi and
Klima a full-fledged language of its own, and not a derivative
or degenerate form of written or spoken English. Stokoe
arguds for the antiquity of sign language from a possible
parallel between ontegeny and phylogeny. It appears to be the.
case that the infant with deaf parents, learning ASL as its
first language, begins putting wordlike signs into sentencelike
structures at an earlier age than the child making two-word

or three-word sentences in speech.

Bellugi and Klima have studied sign language from histo-
rical changes in the form of signs, in short term memory
experiments, by analyzing a collection of "slips of the hand",
arid by comparing American Sign Lanhguage with Chinese Signs,
in all cases with profoundly deaf peaple who use sign language
as their primary form of communication. They show that signs
in ASL are not simply signals which differ uniquely and helis-
tically from one another but are, rathex, highly coded units.
They also provide evidence that grammatical processes bear the
marks of the particular transmission system in which the lan-

guage developed. This seems to be confirmed in Huttenlocher's
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contribution, comparing the encoding of spatial relations in
ASL and natural language (= spoken American English)

It is too early to draw any definite conclusions from
these studies of sign language on the interdependence of
natural language and speech, as the structure of sign language
is only beginning to beé understood. But it is certainly of
much interest to students of language behavior that the human
perceptual and cognitive systems appear to be so flexible that
profoundly deaf people may develop visual communication systems
among themselves which, if not equal in expressive power and
speed of communication to natural spoken languages, at least
come close to them. Further comparisons between the syntax of
natural spoken languages and sign languages may lead to more
caution in interpreting current ideas about what is and what
is not innate in our linguistic abilities. Similarly compari-
sons between the efficiency of speech perception and the effi-
ciency of wvitsual sign perception might well make us wonder

whether speech perception is as special as some theorists like

to make us believe.

C, INNATE FEATURE DETECTORS

The idea that speech perception is mediated by, possibly innate,
speech specific feature detectors was given considerable atten-
tion in the conference. This idea supported Marler's extrapo-
lation from innate auditory templates in birds to innate

auditory templates in humans. Studdert-Kennedy provides g
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careful survey of the current empirical evidence concerning
the perceptual processing of consonants and vowels, from which
he concludes that the 'human cortex is supplied with sets of
acoustic detectors tuned to speech, each inhibited from output
to the phonetic system in the absence of collateral response
in other detectors".

Cutting and Eimas present evidence that such feature
detectors are innate. Eimas has shown that very young infants,
one month and four months of age, can discriminate much better
between different speech sounds that belong to different pho-
nemic categories than between different speech sounds belonging
to the same phonemiec category in adult speech. One may concur,
however, with the doubt expressed by Hirsh in his reflections
on the conference whether Eimas's data are about speech or
about general auditory percgption. One may feel similar doubts
about the interpretation Eimas and Cutting give to the data
stemming from the selective adaptation paradigm, introduced in
speech perception studies by Eimas and Corbit in 1973 and since
then used by an increasing number of investigators. In selec-
tive adaptation studies it is shown that repeated stimulation
with a particular acoustic configuration, for instance a syl-
lable ba, may change the response distribution in a phoneme
identification task, for instance the binary forced choice
between ba and pa measured with stimuli taken from the acoustic
continuum between ba and pa. 1In this case the number of pa-

responses would increase at the cost of the ba-responses. The
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interpretation is that there are feature detectors which can
be fatigued by repeated stimulation. By carefully studying
which acoustic configurations lead to shifts in particular
response distributions, it would be possible to find out what
information is extracted by particular feature detectors.
Cutting and Eimas argue for the existence of phonetic, speech
specific, feature detectors. More recent studies show that
categorical perception and selective adaptation are not unique
to speech perception (Cutting, Rosner and Foard 1976). Fur-
thermore, to my knowledge, nobody has yet seriously discussed
the' difficulties for a theory of "wired-in' feature detectors
stemming from perceptual normalization experiments in which it
is shown that response distributions in phoneme identification
tasks may shift systematically due to the immediate environ-

ment of the test segment (e.g. Fourcin 1972).

D. THE ABSENCE OF PROSODY

The volume under review is not only remarkable for the many
interesting and stimulating papers it contains but also for
-what it does not contain. In a collection of papers with the
title ""The role of speech in language' one would have expected
to find at least one contribution seriously discussing the
relation between speech prosody and linguistic structure. It
is ironical that the only paper in which intonational contrast
is given moré attention than obligatory lip service is Stokoe's

contribution "The shape of soundless language'', dealing with



The Role of Speech 1in Language 36
sign language Stokoe's treatment of intonation and its kinesic
correlate in sign language seems to make explicit why so many
speech researchers do not pday attention to speech prosody. He
suggests that intonational contrasts 'are not necessarily lin-
guistic and have more affinity with other systems that signal
affect than with phonemic contrasts. There remain then only
phonemic contrasts between consonant and consonant, vowel and
vowel, and tone and tone (when so used) as the indisputably
linguistic, basic features of language''. One may fear that

this undue overemphasis on phonemic contrast in speech percep-
tion research will persist until speech scientists turn away
from the study of isolated CV-syllables and start wondering

about the perception of normal spontaneous connected speech.
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ABSTRACT

A class of algebraic parsing techniques for context-free
languages is presented. A grammar is used to characterize

a parsing homomorphism which maps terminal strings to a
polynomial semiring. The image of a string under an
appropriate homomorphism contains terms which specify all
derivations of the string. The work describes a spectrum
of parsing techniques for each context-free grammar, ranging
from a form of bottom-up to top-down procedures.

: 38
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ALGEBRAIC PARSING OF CONTEXT-FREE LANGUAGES

T. Introduction

For many years syntactic analysis and the theory; of formal
languages have developed in a parallel, but not closely relzted,
fashion. The work described here is an effort to relate these

areas by applying the tools of formal power series to the ptroblem

[

of parsing.

This papgr presents an algeébraic technique for parsing a broad
class of context-—free grammars. By parsing we mean the process of
determining whether a string of terminal symbols, ), is a member
of the language generated by grammar G (i.e., is X € L(G)?) and,
if it is, finding all derivations of x from the starting symbol
of G. We hope that posing the parsing problem in purely algebraic
terms will provide a basis for examination and comparison of parsing
algorithms and grammar classes.

Section IT presents an overview of ‘the algebraic parsing process.
1t provides a general notion of how the method works without going
into detail. Section III contains the algebraic preliminaries and
notational tonventions needed in order to describe the parsing method
precisely. The formal presentation of the parsing method and the
proof of correctness form Section IV. Section V contains some

interesting special cases of the theorem and presents some examples

of parses.
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IT1. Overview of the algebraic parsing process

The algebraic parsing formalism described here is applicable
to all context—free grammars G = <VN, VT’ P, S” except those that
contain productions of the form A » B where A and B are both
nonterminals, or erasing rules such as A > e¢. The parsing process
consists first of constructing (on the basis of the grammar G) a
polynomial and a function defined on polynomials. A parse of X is
obtained by repeated applications of the function to a polynomial
P(X). The process has two features worthy of note. TFirst, it
produces all parses of X in parallel., Second, the process of
cohverting a grammar into the required algebraic form is straight-
forward and does not alter the structure of the grammar. This
property, the preservation of grammatical structure, is particularly
important in areas such as mnatural language analysis where the
structure that a grammar provides is as important as the language
it generates.

The polynomials we will use have terms of the form (Z,A), where
Z is a string aver an extended alphabét and A represents a sequence
of productions of G. The process begins with a polynomial of ordered
pairs representing x, the string to be parsed. A function is
repeatedly applied to the polvnomial; the number of applications
nsgcessary is bounded by. the input length. If the resulting polynomial
contains a term (S,A) where S is the starting symbol in G, then A
represents the production sequence used in generating y from S. If

no such pair occurs, then ¥ is not in L(G), and if multiple pairs
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occur (S,Al), (S,Az)q ... then x is ambiguous and the A 's specify
the several parses. A precise formulation of the polynomial and the

operations on it is given below.

ITI. Algebraic preliminaries and notation

A semigroup is formally defined as an ordered pair <S, - where

S is a set (the carrier) and * is an associative binary operation.
Similarly, a monoid is a tripla consisting of a set, an operation
and a two-sided identity (e.g., <S,°,1>). We will feel free to

denote a monoid or semigroup by its cerrier.

*
For any set V, V denotes the free monoid generated by V;

* * +
V = <V ,concatenation,\>. Similarly, V denotes the free semigroup

+
3 vl o= <v ,concatenation”>. We denote the length of a

generated by

* ]t

string X in ¥ or V+, by lxl.
For an arbitrary alphabet V, we define V = {;lveV}. The free

half-group generated by V, H(V), is defined to be the monoid

generated by V u V together 'with the relation aa = 1, where 1 is
the monoid identity and a s any element of V. Note that in H(V)
the elements of V are left inverses but not right inverses of the
corresponding elements of V. We denote the extended alphabet
VuVv by Z.

If T = <T,+,1> and Q = <Q,+,0> are monoids, we denote by
T % Q the product monoid <T > Q,®,(1,0)>. The carrier of T - Q
is the cartesian product T X Q and the operation ® is defined to be

the component-wise operation of T and O:

(a,b) ® (c,d) = (a*c,b+d).
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A semiring is an algebraic system <S,+,+,0> such that

{§,+,0> is a commutative monoid,
<8,+> is a semigroup,

and the operation * distributes over +:
a*(b+c) = a*b + a-c,
(at+b)*c = a*c + b-c.

A semiring is commutative if the operation is commutative.

A semiring with identity is a system <S,+,+,0,1> where <S,+,*,0? is

a monoid. The semirings used in this paper are commutative and have

identities. Furthermore, in each case the additive identity is a

multiplicative zero:
O-x = x-0 = 0.

The boolean semiring B consists of the carrier {0,1} under the

commutative operations + and *, where 1l°1 = 1l+x = 1 and 0+0 = O0*x = DO

for all x € {0,1}.
For an arbitrary monoid M we denote by R(M) the scmiring of
polynomials described as follows:
1) Each term is of the form co where ¢ ¢ B (the
boolean semiring of coefficients) and o ¢ M.

2) Each polynomial is a formula sum (under +) of

a finite number of terms.

3) Addition and multiplication of terms is defined as follows:
a) ba + co= (b + ¢c) a
b) (ba)(ecB) = (be)(aB).

4) Addition and multiplication of polynomials is performed

in the usual manner coasistent with 3).
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Note that all coefficients of R(M) are either 1 or 0. We will
adopt the usual convention of not explicitly writing 1 for the terms
with that coefficient and omitting teims with a coefficient of O.

A context—free grammar is a system G = <V

N’ VT, P, S> where VN

and VT are finite, disjoint, non erpty sets denoted non—-terminal and

terminal symbols respectively. We denote by V the set VN o VT. The

symbol S is the distinguished nonterminal from which all derivations

begin, and P s the set of productions of G. A context-free grammer
is proper if it does not contain productions of the form A > ¢
(erasures) or A » B where A and R are both nonterminals.

It can easily be shown that the set of languages generated by
proper context-free grammars is exactly the set of context-free
languages. 1In addition, an arbitrary context—free grammar can be
made proper by a straightforward method which alters the structure
of the grammar very little. In this study we will deal with only
proper .context—-free grammars. This guarantees that all terminal
strings have a finite number of derivations in G, and thus makes
possible our goal of finding all derivations of an input.

Productions of G will be indexed by integers. Thus A 1 M denotes
that A - M is the ith production in P. We will deal only with left-
most derivations. A leftmost derivation is completely specified by the
initial sentential form and the seguence of production indices. TIf.
Loe I* is the sequence of production indices in the leftmost derivation
of N ~ V+ from M ¢ V+, we write M é=>N. The length of a derivation A
is denoted by /4!, and is equal to the number of production indices in /.

We will use, but not formally define, the notion of height of a
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derivation', meaning the height of the corresponding derivation tree
or the length of the longest path from the root to the frontier of the
tree.

The height of a derivation A will be denoted by h(.).

Since 'derivation' will always mean 'leftmost derivation' in the

sequel, the following assertions hold:

Assertion 1:

A derivation is of height 0 if and only if it is of

length 0. A derivation is of height 1 if and only if it is of length 1.

Assertion 22

Let G be a proper context-—-free grammar, and

I

A - M

where |A|>0. Then A is of height less than or equal to |M!

Assertion 3: Let G = <VN, VT3 P, 8> be a context-free grammar, I an

index set for P, and let the jth production of G be

$

A

Let jI' be a derivation

A =M M V+

m

of height n + 1. Then

F=LA

1 2...Am Ai < I*
and
M= M1M2"'Mm Ml e V+
and for all i, 1 - i ~ m,
Ai
a, = M
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is a derivation of height n or less.

The algebraic structure used in this work is the semiring of
polynomials R(H -~ I*) where H = H(V), the free half-group generated
by V, and I is the index set of the set of procductions P. We will

use an initial segment of the natural numbers, {1,2,3,..

., as
the index set 1. Each term of a polynomial from R(H - I*) consists
of an element from H < 1I* tcgether with a coefficient from the

boolean semiring B. The elements of H > I* will be the basis for
calculating the parses of a string x. The elements of H will inter-
act to deftermine if a product of terms characterizes a derivation.
If so, the associated element of I* is the sequence of production

indices of the derivatiom.

The following notational conventions will be observed.

G = <V, Vg, P, S
V=V U,

T =V Vv

z ¢zt

Z = 4

i, j, k m, n € N. (set of natural numbers):

I =N

A, T, 86 € I%
+

X € VT

a, by ¢ e v

A, B, C VN
*

M, N, P, O ¢V

> 8 ¥, v will denote functions. For the function g,
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gl(X) = g(x) and gkCX) = g(gkﬂl(X))-

IV. An algebraic parsing theorem

Theorem (version 1): Let G = <KV

N VT’ S, P> be a proper context-
free grammar. Then there exist homomorphisms v, g, and &,
* *_*
v: V. > R(V x I )
*_* &k
g: R(Z x 1) »R(E <« T)
*_ % *
s R » 1 ) > R(H ~ I )
* %k .
and a gpecial polynomial p ¢ R(Z * I ) such that for every

X € VT, X = Xq ««+ X 2 X4 € VT,

— M et

n; n n ‘ 1

og I p v(xi)
i=1

et
L

contains a term (5,4) if and only if A is a leftmost derivation

of ¥ from S.

Construction for the proof:

Let V = Vl 1 V2 be an arbitrary exhaustive division of V:

Vl " V2 = V.

The construction is most economical when Vl and V2 are disjoint, but
this is not required.
% * *
a.- vV -+ R{(V x L )
The function v is the homomorphism induced by the following:

*
v(a) = (a,A), a € V and A is the identity in I .

Since v is a homomorphism, v(A) = A.



x_ * *
g:R(Y x 1 ) » R(W ~ 1)

*x

The function g is the homomorphism induced by defining

g on the generators of the domain as follows:

- - - — *

1. g(a,A) = (a,a); a ¢ V, A ¢ 1

2i. g(a,r) contains the term (a,A); a « V
2ii. If A > abl .o bn is the ith production

of P and a ¢ Vl then g(a, ) contains

(8,i8) (b_,A) ... (b ,A).

2iii. There are no other terms in g(a,4).

Note that because g is a homomorphism, g(A)

* X

is the identity of the monoid (X ~ I )

x % x
§:R(Z x I ) - R(H-x I )

= A, where

The function ¢ is the canonical homomorphism which

* %
coalesces a product in (X ¥ T ) into a single ordered

pair by component-wise multiplication of the first

entries (thus allowing cancellation in H) and

catenation of the second entries.

* %
The polynomial p is an element of R(zZ ~ I )

as

follows:

p contains the summand Aj

If a cV, and A > ab, ... b_ is the 4R

2 1

of P then p contains the summand

(A,j)dsn,f\) ce. (B ,M(a,h).

1

P contains no other summands.

For example,

defined

preoeduction
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We adopt the convention that pk = A for k < 0.

. . k .
Note that since p contains A, p contains A as well

as all summands of pJ for j < k.

For notational convenience we adopt the following conventions.

* X
First, where no ambiguity can result, products in R(Z * T ) of

the form

. *
(zl’Al)(ZZ’AZ)."' (znAn) z, €, A, I

will be abbreviated as:

(zlz2 cer Zos AlAZ .o An).

No cancellation is implied by this notation since cancellation cannot

* %
occur in R(z *X I ) . Second, we define the function ¥, as follows:

k

* * %
Wk: v > R( x 1)

‘l’k(ala2 .o an) =

n =8

pk v(ai)
1

i
where a, € V and p is the polynomial defined above., Note that,k if

k « O, then qlk(ala2 e an) = v(ala2 . an), and Wk(A) = A. Using

this notation, we can re-state the theorem as follows:

Theorem (version 2): Let G = <VN, v

T P, S> be a proper context—free

grammar. Then there exist maps ¥, g and § such that

% _ %

Y: V — R(Z s I )
*_ x ®* *
g: R(Z » 1+ ) —-R(EZ ~ 1)

* % *
§: R(Z x I ) » R(H » 1)
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R _ ) n
such that for every x ¢ VT’ X = Xq{Xo <+ Xy» X4 € VT’ g Vn(x)
. . A
contains a term (S,A) if'and only if S = .
The proof of the theorem rests on three lemmas. -Lemma I

implies the ''if'" part of the theorem; Lemma III implies the ''only if"
p

part. Lemma II is used in the proof of Lemma III.

Lemma J: Let M € V+, A e V, and A éL>M. Then for all k > h(a),

éngka) contains (A,A).
Proof (by induction on h(A), the height of the derivation A):

Basis: If h(A) = O, then A = A and M = A. Then Wk(A) = pk(A,ﬂ).
Since A is a summand of p, it follows that (A,A) is a summand of
pk(A,A), and therefore (A,A) is a summand of 6gkwk(A,A). Thus the
derivation A ;L~ A is represented in 6gkwk(A) by (A,A), which

establishes the basis.

A
Induction: Let A be a derivation of height n + 1, A = M. By

assertion 3,

1 2 T
M = Mle .. Mr
where
3
A —~ ala2 . ar
and
T,
i
a, = M,
i i

where h(Fi) n.
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) k B k k k . -
Since Sg,Wk(M) = 6g Wk(Ml)Gg Wk(Mz) ... bg Wk(Mr), if Kk =z n

k
then by the induction hypothesis, og Wk(Mj) contains the summand

. k, . .
(aj,Fj). Consider the term of g Yk(Ml) which cancels to (al,Fl) in
1

*
R(H x T ). This term must be of the form (a )T, where T

1°01 is
Either a, ¢« V., or a, ¢ V,. The sum 6gk+lW M)
1° 1 1 1 2 k+1" 1
. k . . '
contains Sgg Wk(M]), which contains ég(al,Fl)T. Lf a, ¢ Vl, then
1 1

1
g(al,Fl).contalns (Aa2a3:..ar, JFl), and Gg(al,Fl)T contains

1
a prefix of T

) k+1,
(AazQB...ar, jTl). On the other hand, the sum ég Pk+1(Ml) also

‘u | 5 k’ - .
containms Opg Wk(Ml). If a; e V2’ then (Aalaz...ar, j) is a summand
t
of p, and therefore 6p(alll)T contains (Aaza3...ar, JFl). Thus in

k+]_\P

either case, 6g k+1(’M1) contains the summand (Aa2a3...ar, jPl) and

since every. summand of ngwk(Mj) is a summand of 5gk+lw

k+1
k+1

S Y i

g k+l(M) contains

M), it

follows that

1T r r r
(Aa2a3" "ar’ J l) (aza 2) (a3’ 3)"'(ar’ r)

= (A 4T T,...T) = (A,0).

This completes the proof.

*
Lemma IT: Let a ¢ V, I' « 1 . For k =z 0, all terms of gk(a,F)

——

are of the form (b,AF)(Em,A)...(El,A) where b ¢ V, c; ¢ V, m = 0,

*

A~ 1 and b = ac,...C_.
1 m

For notational convenience we abbreviate Cy~veCp by N: Hence we

denote (b,Ar)(Em,A)...(El,A) by (bN,AT).

Proof by induction on k, the number of applications of g. By

definition, go(a,F) = (a&,]') which establishes the assertion for the
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value k = 0.

+1(a,T) = ggn(a,r).

Assume the assertion holds for k ¢ n and consider gn
By the induction hypothesis, all terms of gn(a,T) are of the form

- © n+1
(bN,8I') where b = aN. Hence terms of g (a,T') are of the form
g(bN,d6T). Since g limited to V is the identity, g(bN,(T) = [g(b,6T )] (N,A).
By definition of g, g(b,0l') contains only terms of the form (Cﬁ,jQI)

. J "
where C *> bM is a production. Therefore terms of g" 1(a,F) are of

the form
(CM,j07) (N,A) = (CMN,jOT)
3 0 j9
and since C >bM and b == aN it follows that ¢ => aNM.

Corollary: All terms of gk(aﬁ,r) are of the form (bNM,AT).

- A
Lemma III: If'agkwk(M) contains (AN,A), then A = MN.

Proof by-induction on the length of M:
Basis: Let a. € V and assume
k . =
Sg Wk(a) contains (AN.A).

1f P, Trepresents an arbitrary summand of p other than A, then every

term of gkwk(a) can be represented in the form

g (p;) &a,h)
1

=g

i

where 0 = n < k and n denotes the number of nontrivial summands of p

which are factors of the term.
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By econstiuction, every summand of p is either A-or of the form

o _ +
(BiPi,Ji) where Bi € VN’ Pi c V., i; - T

Ji
and Bi - Pi is a production in G.

By Lemma. II. every term of gk(Biﬁi,ji) is of the form:

- = * *
3 - i ~ 7
(CiMiPi’rijf) where C, «¢ Vio Ni, P, o Vo, Fi « 1
.[1 .
i
and C, = B .M.
i ii

By the same lemma, it follows that every term of gk(a,A) 1s of the

form
(c .M T ) wh o vV, M ST I
41 Ty’ Where Cq e Vo Moy e Vs g €
4 c r‘n-i--l M
—_—>> -
anc “h+1 n+1
Hence every term of gk%k(a) is of the form
n — ——
OGP T30 ) CopqMuigelney) 0 7 m = K
ros
il )
< 3 ~
where Ci = P.M, for 1 <« 1 2 n and Cn+l Mn+1 (1)

By assumption there is a term t of gkwk(a) such that §[t] = (AN,A):

t must be in the form indicated above. In order for t to cancel under

$, the following must be true:

Cl = A since C1 cannot cancel from t,

—

= ¥ 1 - i < si “ e g f .
i Qici+l for i n since C2 Cn+l must all cancel from t

el
!

Therefore
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-
—

(C,M;QC, 44575350 | Cp Mg Thea?

gl
—

t =

-
| i=1
-

This cancels to (AN,A) as required with

N = Mn+1QnMnQn—an-—l"'Ql Ml

= i i L NN I | I“ a
& I’131I12‘]2 I1an n+1l
Then by (1),
Fydy
Ci = Ci+lQiMi’ 1 £1i < n, and
I1n+l
Chsl > M1
Hence, since Cl = .A,
rljl F232_"”1-'an rn+1

A —m M

n+lQthQn—iMn—l°"QlMl

and thus

This establishes the basis.

%
Induction: Assume that for all M ¢ V such that |M| 2 n, if
k -

Sg Wk(M) contains (Aﬁ,A) then A 4. MN, Let M = Ma be a string

suc¢h that [Mal = n+l and Sgk@k(Ma) contains (AN,A). Because § g

and ¥ are homomorphisms,

sgty, (Ma) = [sg v, 0D 1[sg v, (a)].
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Then 6ngk(M) must g¢ontain a term (Tl,Al) and Sgkwk(a) must contain

a term (T2,A2) such that T1T2 = AN and A = AlAz.

In order for this te occur, T2 must be of the form (BEQ) where

* - =
B ¢{V, ﬁz e V , and Tl just.be of the form (ANlB) where A ¢ V,

* « = - —
Nl € V, and N = N1N2' (1f Tl and T2 were not of this form,

cancellation to AN would be impossible.) Thus 6gkwk(M) contains

(ANlB,All, and by the induction hypothesis

Ay

A == MBNl.

Also Sgkwk(a) contains (Bﬁé’Az) and by the basis
A

2
B == aNz.
1t follows that
AlAz
A =—= MaNZNl
and since M = Ma and N = Nle,
A
A == "MN

which completes- the proof.

The theorem now follows from Lemmas T and IIT and Assertion 2.
The 'if' part follows from Lemma I and Asserfion 2, and the 'only if'
part follows immediately from Lemma IITI for the special case of N = A.

As we have stated the theorem, the length of y is used to
determine a sufficient number of applications of g and ¥. Alternatively,

the theorem could be formulated in terms of the heights of derivations
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of x; if A is a derivation of x of height k, then for every n =z k,
the term (S,A) will be in the polynomial Sgnwn(x). Furthermore, it
follows from Lemma III that no harm is done by choosing the value of
n too large, i.e., no 'false' derivation terms will occur.

In the first statement of the theorem, the derivation terms
n
[} n n 3
are obtained from the polynomial &g I p v(xi) which can be re-
i=1
written in the form

n

S g [pnv(xi)]

i

(=

1
Although we have used a constant vdalue of n (equal to the length of

X) for both the powers of the map g and the polynomial p, some

economy can be gained in this respect. In fact, the powers f g and

p can decrease from left to right so long as they remain large

enough to perform the appropriate computations on the suffix striugs

of x. Thus, the theorem is true (but considerably moro difficult to

prove) if_ one instead uses a parsing polynomial of the form

—i+ -i+
gn i 1[pn i 1V<Xi)]'
i=1

V. Special cases of the thegrem

A number of intetesting special cases occur based un the choice

of Vl and VZ'

Case 1. V

i

1= Vo

V2 = VN.

The function g handles all productions of the form

*

A~ oM &V, M c V
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while p handles productions of the form

*

A - BM B ¢V MecV

N?
Notice that since g is nontrivial on only VT, g need be used only

once; i.e.,

gk(a,Y) = g(a,T) k > 1.
The parsing polynomial is then

s{gl¥, GO}

The special case of V., = V_ and,V

1 T 5 = VN results in a particularly

simple form if the grammar is in Greibach no mal form. The polynomial
p = (A,A) and therefore has no effect. Since g need only be applied

once, all derivations are found in one step.

Example 1:

¢ = <{s,A,B}, {a,bl}, S, P>

P = 1. S -+ aA

2. A~ AB
3. A > A v, = {a,b}
4. B —> b v, = {s,A,B}

p = (AN + (A,2) (B,A)(A,41)
g(a,\) = (a,h) + (s,1)(@A,0) + (A,3)

g(b,A) = (b,A) + (B,4).

For the string x = aabb, the parsing polynomial g[?k(x)] then contains

(among other things) for all k = 2,
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gla,N) p? g(a,\) g(,N) g(,N).

This contains:

[(S,1) (A, M) ]1[(A,2)(B,0) (A.A)(A,2) (B,A) (A, M) 11(A,3)1{(B,4)11(B,4)].
Applying & we get
(5,122344) .

Case 2. Vl = V.

V2 = ¢.
The entire job of parsing is now done by g, since the polynomial

p is equal to (A,A). Hence the parsing polynomial is

SLg (x,s M) ]

Example 2: We use the same grammar and input strirng as above.
Vl = {S, A, B, a, b}.
V2 = ¢.
g(S,r) = (S,0)
g(A,0) = (A,A) + (A4,2)(B,M)
g(B,A) = (B,NA)

g(a,h) = (a,A) + (S,1)(A,A) + (A,3)

i

g(b,A) (A,A) + (B,4).
The parsing polynomial for azabb is

g(a,0) g5Ca,n) g¥Mm,A) g5b,A).

For k =2 3, this contains
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tgl(a,m1lga, M 1gr M) 1gt kb, 0) ]

which in turn contains

[(S,l)(K,A)][gz(A,B)][(B,A)][(B,4)] after one application of g,
[(S,l)(K,ﬁ)][gl(A,23)(ﬁ,A)][(B,4)][(B,4)] after two; and

[(S,1) (A,A)1[(A,223) (B,A) (B,A)][(B,4)1[(B,4)] after three.
Applying S results in ($,122344) as before.

Case 3. V1 = ¢.

V2 = V.

Now the entire parse is handled by p. The parsing polynomial

becomes

G[Wk(x)]-

VI. Observations

The major theorem presented here shows how context—free
parsing may be carried out by purely algebraic means. All parses

of an input string are developed in parallel and the process is

guaranteed to terminate. As we have described the process, the
+ .
number of terms of a parsing polynomial for a string x < VT is

unreasonably large. However, most of the terms in such a polynomial
are not associated with a derivation in the grammar, and methods
exist for reducing the computation by disregardingd dead-end terms
before they are completely evaluated. By applying such techniques in

a straightforward fashion, and choosing V1 and V2 in various ways,



the algebraic method can be associated in natural ways with classical
parsing techniques. For example, the algebraic process in case 1
above is a goal directed top-down apptoach similar to the predictive
analyzer. Case 2 is the algebraic versionm of generalized bottom—up.
Parsing algorithms are typically so dif%erent one from another
that they are incomparable. But using techniques described above,
many parsing algorithms may be posed in a single algebraic framework.

This may facilitate the comparison and evaluation of parsers and

of various classes of grammars.
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ABSTRACT

A numbe» of statistical theories have been propased capable of
identifying imdividual text words that are most useful for the
content representation of written texts and documents. Among
these are parameters based on the variance of the word-frequency
distribution (NOCC/EK), and on information theoretical (signal-
noise S/N) premises. These formal parameters are related to
practical automatic indexing techniques--most notably to the
discrimination value (DV) method, capable of generating content
identifiers (individual words, phrases, and word classes) that
distinguish the various texts and documents from each other.

It is shown that terms with favorable formal parameters also
exhibit desirable semantic characteristics in that such terms
are concentrated in documents judged relevant by the respective
user populations, and vice-versa for terms with unfavorable
formal ptroperties.

1. Theories of Term Importance

Automatic indexing may be considered to be a two-step process:.
first the automatic identification of linguistic entities useful
for the representation of document content, and then the assign-
ment to the prospective content identifiers of weights reflect-
ing their importance for content description. Since these tasks

must ultimately depend on a study of the texts or documents

under comsideration;, a gredt deal can be learned by examining
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the occurrence patterns of words and other linguistic entities in the documents
of a collection. Indeed, among the theories of term importance which have
been studied in recent years, the best known ones are based on the respective
frequency distributions across a variety of written texts.

A) Variance-Based Measures

The most widely used of the statistical theories' distinguishes so-called
"specialty" wowds from "nonspecialty" words by assuming that a deviation from
randomness in the occurrence pattern of certain text words is indicative of
specialization and hence of good content identifiers. Thus the best content
descriptors are terms whose occurrence patterns deviate most strongly from
randomness. Since a random sprinkling of the occurrences of a given text ward
across the documents of a collection leads to word frequency distributions
which follow the Poisson model, a comparison of the actual frequency
characteristics of a given term with the Poisson distribution leads to the
appropriate distinction between good content words and poor. ones.

More specifically, since the variance Vk of the frequency distribution
of term k 1is proportional to the total frequency of occurrence Fk for terms

whose distribution obeys the Poisson model, a measure of term importance is

k k

obtainable by using a formula based on the ratio of V= to F . Some
. ) k , .k 2 k , -k
typical formulas used fcr this purpose are V /F and n” - V' /F
where n 1is the collection size. [1,2,3] The basic mathematical formulations

are collected in Table 1.
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Formulas Explanation

— - - ——— . et

R T e - S - 9
nu~rter of docurirte Inoool

[4
14
.

frecuency of term k in docament 1

i
b% (h% = 1 when f¥ > 1 binary freguency of term Xk in
l, ; i document 1

bi‘- 0 when fi = 0)
n

Fk = I f¥ total frequency of term k in
izg * collection
n N

Bk = I b document frequency of term Xk 1in
1=} + collection

(npumber of documents in which the
term occurs)

average frequency of term k in

g
:il“"lx

collection
n
vl opof - )2 )
B i=1
>variance of frequency distribution

n k

I | K2 F z

=y z (fi) - (;—')
i=1

Basic Freguency Formulas

Table 1
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One such variance-based measure used by Dennis under the name of
NOCC/EK [3] may be computed as
n

NOCC/EK = -’lk- 5 (f]i‘)2 - FX, (1)
i=1

a2

It is obpvious from this formulation that the most effective terms are those
whose occurrence frequencies f? in the individual documents deviate strongly
from the average frequency Fk/n.

B) Signal-Noise Measure

Another measure based on the characteristics of the frequency distribution
of individual text units across the documents of a collection is the signal-noise
ratio which varies with the skewness of the frequency distribution. This
measure has the form of entropy and assigns the highest value te those terms
whose occurrence characteristics exhibit the greatest variation from one
document to another; contrariwise low values are assigned to terms with
relatively similar frequency patterns in each of the documents of a
collection. [3,4] The idea is that terms with even frequency distributiens
which may occur an identical number of times in each document of the
collection cannot be used to distinguish the documents from each other; hence,
their assignment for purposes of content representation is counter-
productive. The reverse obtains for terms with skewed frequency distributions.

The signal noise value (S/N)k for term k 1is defined as

g
—3 1og —¢ (2)
i=1 F fi

(s/M¥ = 1og F¥ -

neoS
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The negative term in expression (2) is known ,as thez noise N
maximized for even distributions where f? = Fk/n for all f?. The
properties of the signal-noise measure are thus very similar to those
described earlier for the variance-~-based formulas.

C) Information Theoretic Considerations

The floregoing development leads to a distinction among the terms in
accordance with the relative sizes of the indiVidual term frequencies f
in the documents and the total collection frequency Fk. A question
arises about the preferred size of the collection frequency Fk (or of the
document frequency Bk) for terms that are useful as content identifiers.
This problem may be tackled by having recourse to certain information-theoczetic
concepts. Consider the task of supplementing a set of existing index terms
identifying a collection of documents by addition of a certain number of new

terms. FEach new Yerm is then most effective when

a) it provides maximum additional reduction in uncertainty among the
documents of the collection (that is, its assignment breaks up
existing subsets of documents that cannot be distinguished by the

existing term assignments into substantially smaller subsets);

b) it exhibits little redundancy with the previously available terms

so that its assignment does indeed optimally divide the various

document sets.

The first property is obviously not fulfilled for terms with low
document frequency Bk, that is, those assigned to very few documents in the
collection, because their assignment provides little additional discrimination
among the documents; the second property, on the other hand, does not obtain
for terms of high document frequency that may be assigned to a very large
number of documents, because such terms will obviously exhibit a good deal of

redundancy with the already existing terms.
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The conclusion is that tHe best terms are those whose documgnt frequency
Bk, or total frequency Fk, is neither too large nor too small, and whose
frequency distribution is skewed in that for some documents. f? is much

£ k pK
larger than - and for some others fi is much smaller than - -

D) The Discrimination Value Model

The discrimination value model uses as a point of departure the retrieval
capability of the various index terms; specifically, a good content-indicative
term is designed to help in the retrieval of material that is wanted (thus
enhancing the recall), and in the rejection of material that is extraneous
(thus enhancing the precision)®. To produce high recall, that is to retrieve
most everything that is relevant, the terms used to identify documents and user
queries must be fairly general in nature; high precision, on the other hand,
that is the rejection of the nonreleuimt material, depends on the use of
reasonably specific content identifiers. The indexing problem then reduces to
the choice of terms that are specific enough to produce high precision while
also being general enough to produce high recall.

In the discriminatiqn value model, the assumption is made that the best
terms in this respect are those which cause the maximum possible separation
among the dotuments in the "document space'". Consider, in particular, a collection
of documents each jidentified by a set of content identifiers, or index terms.
The index term sets for two given documents can be compared to producé a

similarity coefficient measuring the closeness between the respective documents.

% Recall is the proportion of relevant material retrieved while precision is
the proportion of retrieved material that is relevant. An effective
retrieval system is one which produces the highest possible precision for a
given level of recall.
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The existence of the term sets representing the various documents, and the
possibility of computing similarity measures between documents can be

used to define a document space For the collectioh. In such a space two
documents appear in close proximity when their similarity coefficient is
large; contrariwise, documents exhibiting little similarity are widely
separated in the document space. One may then conjecture that a document
space which is "bunched up", in the sense that all documents exhibit
somewhat similar term sets is not useful for retrieval, since one document
cannc.t then be distinguished from another. On the contrary, a space Which
is spread ount in such.a way that the documents are widely separated from
each other may provide an ideal retrieval situation since some documents may
then be retrieved — hopefully the relevant ones — while others can be
rejected.

This suggests that the value of an index term can be ascertained,by
measuring the amount of spreading in the document space which occurs when
that term is assigned to the documents of the collection. Specifically, if
Q 1is the density of the document space without term k present among the
content indicators, and Qk is the density after term k 1is assigned, then
for a good term Q - QE > 0, since the space will have spread after term k is

assigned. Conversely for poor terms Q - Qk ¥ 0.% [5,6] An appropriate

* The density of the space might be computed, for example, as the sum of all
pa‘rwise similarities between distinct document pairs, that is
Q = .E. S(Di"Dj)- 1 <
i#j

where S{D,, D.), 0 < S < 1, is the similarity between documents D.
and D * J *
j.
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measure of term importance is then the term discrimination value, DV

kb
defined as

ka =Q - Qe (3)

It may be of interest to inquire into the relationship between the
discrimination value of a term and the statistical (frequency) parameters

introduced earlier. The following conclusions are reached from a study of
the indexing vocabularies in several different subject areas, relating the

document frequency of a term to its discrimination value: [5]

a) terms with very kow document frequency that may be assigned to
very felr documents in a collection are generally poor discriminators;
when the terms are arranged in decreasing order of their discrimination
values (where rank 1 is assigned to the best discriminator, rank 2
to the next best, and so on) such terms exhibit ranks in excess

of t/2 for a total of t existing terms;

b) term¥® with high document frequencies, comprising those that are
assigned to more than 10 percent of the documents of a collection are
the worst discriminators, with average discrimination ranks (ranks in

decreasing discrimination value order) near t;

c) the best discrimimators are those whose document fregquency is neither
oo high nor toc low — with document frequencies between n/100 and

n/10 for n documents; their average discrimination ranks are gencerally

belaw t/5 for t terms.

The vector space analysis then appeard to confirm the conclusions derived
earlier from the statistical models, that terms which appear in a collection

with great rarity or excessive frequency are not optimal for content

description purposes.
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2. Comparisaen and Evaluation

The discrimination value analysis can be used to derive an effective
indexing policy: since the best terms appear to be those with medium
document frequencies, such terms can be directly assigned as content
identifiers without further refining transformations. On the other hand, terms
with excessively high document frequencies must be made more specific thereby
decreasing the frequency of their assignment to ‘the queries and documents
of the collection: contrariwise, terms with low document frequencies must
be made more general by increasing their assignment frequencies. [5] This can

be achieved by joining two or more high frequency terms into term phrases,

while assembling a number of low frequency terms into term classes.

Obviously,; a term phrase exhibits a lower assignment frequency than any phrase
component, and vice-versa for a term class which replaces a number of
individual class elements.

It was shown earlier that the use of phrases and term classes (thesaurus)
constructed in accordance with the frequenecy requirements imposed by the
discrimination value theory produces substantial improvements in retrieval
effectiveness (recall and precision). In the present work, additional
relationships are examined between the statistical and the vector space models.
However, instead of actually using the various term sets in a retrieval
environment, an attempt is made to relate the formal frequency and vector
spaee properties of the terms to the semantic characteristics of these terms.

Specifically, consider a collection of documents in a given subject area
and an appropriate set of user queries pertaining to that area. For each user

query, the set of documents can be partitioned into two subsets consisting of the
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relevant set R ahd the nonrelevant set I, respectively . Relevance is

assumed to be user-specified in such a way that a relevant item is assumed
to be one which ig related in some sense to the information need expressed
by the various user queries. The linguistic, or semantic, character of a
given term can now be introduced by assuming that the most valuable content
identifiers assigned to a collection of texts are those which are concentrated
in the documents specified as relevant to the respective queries, as opposed
to the. nonrelevant cnes, contrariwise, the less valuable terms will be
concentrated in the nonrelevant items.

The discussion may be formalized by using the concept of term

relevance TR. [7] Consider a term k contained in query Q;. the term

relevante TR(k) may be defined as

r
N M

> (4)
|R|—rk III—hk

where rk and hk are the number of documents containing term k that are

relevant and nonrelevant respectively to query Q, and |R| and |I| are the

total number of relevant and nonrelevamt documents for that query.® When a

term k occurs in more than one query, its term relevance may be taken as the

average of the relevance values obtained for the various queries.

% The mathematically undesirable situation when IRI =y or when h =0

- - - - L k k
is not likely to occur 1in a practical cnvironment,
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It is c¢lear from the function (4) that high values arc assigned to
those query terms which are prevalent in the relcvant items and rare in
the nonrelevant, and vice-versa for those prevalcnt mainly in the nonrelevant.
Furthermore, the terms falling into Lhe former class are likely to be more
useful for content representation than those in the latter.

To verify the relationships between the statistical models of word
importance and the vector space model, document collections are used in three
different subject areas, including aerodynamics (CRAN), medicine (MED) and
world affairs (TIME). The vocabularies and user populations are disjoint
for these three areas. Results which carry through for all three cases
should be extendable to other subject fields as well. The basic collectibn
statistics are contained in Table 2.

It may be seen from the Table that the term relevance is defined for
only a relatively small number of terms for each collection, namely 458, 172
and 375 for CRAN, MED, and TIME, respectively. The reason is thiat a term
relevance value is computable only for terms which occur jointly in certain
query-~document pairs. For small experimental collections operating with a
restricted number of queries the size of the corresponding term sets is
obviously limited.

Consider now the comparison of the standard statistical term value
measures with the term discrimination values obtained by the vector space
transformations. Table 3 shows the values of the NOCC/EK and S/N measures
(expressions (1) and (2)) obtained for the 50 terms with highest discrimination
values and the 50 terms with lowest discrimination values for each of the three
test collections. The range of the respective values is given in each case,

as well as the average values for each set of 50 terms in percent (that ils, on
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) . CRAW MED TIME
Churacteristics: 42y 450 425
Subject area aevodynanmics medicine world affairs
Number of documents 42y 450 425
Numbur of user queries 155 2 83
Number of terms assigned 2651 4726 7569
to collection
Number of tepms occurring 458 172 375
jointly in queries
and document sets

Basic Collection Statistics

Table 2
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a scale of 0 to 100). T test values are, also shown representing the
probability that the two sets of 50 values (for the high DV and low DV
terms) could have been derived from a common probability distributdion
by chance. In statistical significance testing, a t-test value smaller
than 0.05 is normally taken to imply a significant difference; that is,
the hypothesis that the two sets of values do in fact originate from a
common distribution is rejected in such a case. [8]

It pay be seen that the ranges of values for the statistical parameters
NOCC/EK and S/N exhibit substantial differences for all three collectiomns.
The same is true for the corresponding average values. Moreover the
differences are in all cases statistically significant. , It is then clear
that a high discrimination value reflected in the ability of a term to
expand the document space upon assignment to the collection also implies
favorable statistical parameters in terms of va iance and skewed frequency
distributions; the converse is true for the low discrimination values.

At the bottom of Table 3, range and average values are given for those
terms among the sets of 50 terms for which the term relevance is defined
(that is, those which co-occur jointly in some query-document pair).

Again the term relevance values are substantially different for the two
classes of DV terms, and these differences are statistically significant.

Also included in Table 3 are the multiplicative factors which relate
the average values for the 50 high discriminators and the 50 low

discrimihators for each of the three measures (that is, the factor by
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which the low average value must be multiplied to obtain the high).
It may be seen that this factor is much higher for the term relevance
than for either of NQCC/EK or S/N. The actual factors for the term
relevance are 6.66, 80.0 and 36.33 for the CRAN, MED, and TIME collections,
respectively. Thié indicates that the high discriminators have very much
higher average term relevance than the low discriminators; alternatively
expressed, there is substantial agreement between the semantic term
relevance concept and the automatically derived term discrimination values.

The data already included in Table 3 are shown in term relevance order
in Table 4. The output of Table 4 contains range and average values for
NOCC/EK, S/N, and DV for the 50 terms with highest term precision and the
50 terms with lowest precision for the CRAN and TIME collections, respectively.
Averages are produced for only 30 high and 30 low precision terms for the
MED collection because in the medical environment the small number of
available queries (24) made it possible to compute term precision values
for only 172 terms in all.

It is clear from the output of Table U4 that the differences in the
respective values are substantial in all cases, and the t-test values
indicate that they are fully significant. For the three collections under
study, the evidence indicates that terms with favorable formal paramecters tend
to bé concentrated in documents identified as relevant by the user population,
and vice-versa for terms with unfavorable formal parameters. Also shown in
Table 4 are average document frequency (ﬁk) and average total frequency (?k)

values for the high and low relevance terms respectively. It may be seen that the
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high relevance terms exhibit a much lower frequency spectrum (as expected
for good discriminators) than the low relevance terms. Once again, it
appears that the term relevance reflecting the semantic properties of the
terms in their particular collection environment effects a division among
the terms very similar to that obtained by the discrimination value
computations.

In earlier work it was shown that the discrimination value theory which
leads to the assignment to queries and documents of medium frequency terms
(including also phrases constructed from high frequency terms, and term
classes made up of low frequency terms) exhibits effective retrieval
characteristics. [4,5,6] Typical average retrieval precision values for
three different recall levels (recall of 0.1, 0.5, and 0.9) are shown for
the three collections in Table 5. The output shows that the use of medium-
frequency phrases and term classes improves performance by about 20 percent
compared with the assignment of single terms alone. The comparison of
Tables 3 and 4 between discrimination values on the one hand, and statistical
and semantic parameters on the other, indicates that the same theory which
produces such effective retrieval characteristics also conforms to the known

statistical and linguistic theories of term behavior,
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50 Terms with

High Discrimination

50 Terms with

Low Discrimination

Values Values
CRAN 424
NOCC/EK range 4455 to 925 1599 to u50
average (in percent) 33.96% 10.96%
t-test 0.00002
average high/average low 3.09
e e A e e
S/N range 1.954 +o 0.699 1.222 10 0.000
average (in percent) 60.18% 59.95%
- t-test 0.00002
average high/average low 1.00
Term range 392,66 to 0.00 74.35 to 0.00
Relevance TR average (in percent) 14.06% 2.11%
(21 terms only) (24 terms only)
t-test 0.02208 it
average high/average low 6.66

a) CRAN 424 Collection

Comparison of Statistical Models in

Term Discrimination Values

Table 3
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1 50 Terms with 50 Terms with
High Discriminaticn Low Discriminatlon
Values Values
MED 450
NOCC/EX range 9215 to 1359 7614 to 531
average (in percent) 29.51% 15.61%
t~test 0.00002
average high/average low 1.89
S/N range ‘ 2,792 to 0.693 1.738 to 0.126
average (in percent) 48.46% 23.93%
t-test 0.00002
average high/average low 2,03
Term range 874.00 to 0.00 9.43 to 0.00
Relevance TR average (in percent) 16.0% 0.20%
(12 terms only) (24 terms only¥
t-test 0.0427Y
average high/average low 80.0

b) MED 450 Collection

Comparison of Statistical Models with
Térm Discrimination Values (cont.)

Table. 3
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50 Terms with 50 Terms with
High Discrimination Low Discrimination
Values Values
TIME 425
NOCC/EK range 13010 to 2330 4712 to 451
average (in percent) 32.5% 10.81%
t-test 0.00002
average high/average low 3.46
S/N rangé 2,966 to 1.424 1.876 to 0.231
average 68.85% 26.44%
t-test 0.00002
average high/average low 2.60
_____________________ A o e
Term
Relevance TR range 2454,00 to 62.62 27.73 to 0.44
average (in percent) 15.26% 0.42%
(12 terms only) (23 térms only)
t-test 0.03921
average high/average low 36.33

¢) TIML 425 Collection

Comparison of Statistical Models with
Term Discrimination Values (cont.)

Table 3
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NOCC/EK

— w—— G S G —

. — i — gt et

~ 50 High Relevance 50 Low Relevance
Terms Terms
B<=10.3 T =2u.6 B =58.9 F =84.0
3657 to 420 1584 to 432
average 38.95% average 20.66%

t-test 0.00002

average high/average low 1.89

— e — —— e e . e — CEE C— T —— T G T Qe G G— — —

1.953 to 0.000 0.998 to 0.045

average 42.81% average 20.63%

t~test 0.00002
average high/average low 2.08

— Gt W i — — —— —— G— — — — — — — —— — — — —

1.223 to 0.002 0.075 to -1.283
average 65.52% average 25.06%
t~-test 0.00140

average high/average low 2.61

a) CRAN 424 Collection

Comparison of Term Relevance with
Term Discrimination Values

Table 4
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§k=9.5 TF=ou.0 §k=22.5 F=y1.9 4

30 High Relevance 30 Low Rélevance
Terms Terms

NOCC/EK

pons e g e e wman  Gm—

— et G B w— G G B g g— — S U e e T g w— =

2648 to 521 2248 to 440
average U8.01% average 36.33%
t-test 0-.02378

average high/average low 1.32

1.664 to 0.126 1.259 to 0.000
average 61.0% average 46.33%
t-test 0,00272

average high/average low 1.32.

0.135 to ‘0.006 0.688 to ~-1.030
average 62.11% average 56.11%
t-test 0.00671

average high/averag low 1.11

b) MED 450 Collection

Comparison of Term Relevance with
Term Discrimination Values (cont,.)

Table 4
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SO High Relevance 50 Low Relevance
Terms

BX=10.5 F =i4§.5.] B=ow 5 TF°

F =164.8

NOCC/EK

poen e E— .. Snam —

13010 to U237 2266 to uB1

average 16.1% average 3.4%
t-test 0.00002

average high/average low 4.7u4

2.966 to 0.000 1.371 to 0.126
average 19.25%

t-test 0.00002

average U42.31%

average high/average low 2.:20

€.196 to 0.000 0.004 to -1.462

average 94.05% average 83.0%
t—-test 0.00148

average high/average low 1.13

¢c) TIME 425 Collection

Comparison of Term Relevance with
Term Discrimination Values (cont.)

Table 4

81
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{ 7
Average Retrieval Precision CRAN MED TIME
For Various Recall Levels 424 | 540 l 425
\
l j
A} Low Recall (0.1) I |
i) single terms .6Bu4Y | .7891 L7496
|
ii) single terms, .8299 .9002 18398
phrases and | |
term classes (+18%) (+12%) (+11%)
_______________________ i R R
B) Medium Recall (0.5) I I
1) single terms .3131 | 14384 | .6351-
i) single terms, L4455 ) . 56414 | .7006
phrases and
term classes (+30%) | (+28%) I (+ 9%)
C) High Recall (0.9) | |
i) single term .1265 | .1768 | .3865
ii) single terms, 1458 3594 4821
phrases and I
terms classes (+13%) (+51%) ' (420%)

Recall-Precision Performance for
Medium Frequency Terms
(Discrimination Value Theory)

Table 5
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SNOPAR: A GRAMMAR TESTING SYSTEM

T. P. KEHLER
Pepartment of Mathematics

Texas Woman's University
Denton, Texas 76204

A grammar testing program has been deweloped which permits
modeling augmented transition network grammars as a series

of SNOBOL4 functions. SNOPAR is designed for linguistics
teaching and research. Emphasis is placed ou the development
of small to medium grammars in a variety of ldnguages. The
system has heen used so far to develop a grammar of English
for use in a transformational grammar course and to develop

small grammars of a Nigerian and an American Indian language.

Intended applications of SNOPAR areé¢ in fis®d linguistics and

grammar model testing.

The main part of the program is the routine PARSER. When
PARSER is callkd with a lexicon and grammar, input:strings are
parsed according to the model grammar. The PARSER functions
available for grammar development are CAT, PARSE, SETR, GETR,
RESET, TESTR, GETF, GETCL, TO, BACK, FINDWRD, and BUILDS. The
function operations and descriptions of their arguments are
given in Table 1. After a parsing, PARSER returns control to

the user permitting examinatien of stacks and registers at all

: 84
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TABLE 1 8>
PARSER FUNGTIONS

CAT looks up the word class of the current first word.in
the.input string. If the word is not in the lexicon
an add routine is called which permits additions. 1If
CAT succeeds by matching the current word class with
its argument, the word is removed fram the input string
and pushed onto a stack (SAVEW). If it fails an
alternate class is tested, provided that the alternate

flag is on. Fail return leaves the surface string
unaltered.

PARSE calls the function given by its argument and if
successful pushes the structure returned by the function

onto a stack (SAVEQ) and assigns the structure to the Q
regiscter.

SETR sets the values of registers. It has three arguments
level, register name, and value. Each call of SETR
causes the register name specified to be placed on
a list for the specified level. SETK enkries are

treated as stacks, providing automatic saves for
recursive calls.

GETR returns the contents of the register name specified

by its argument, and pops it off the stack saving
the last value.

TESTR looks at the value of the register name specified
by its argument without popping it off the stack.

RESET changes the vaiue of a register without changing
stack levels.

GETF Iooks up the feature value for a feature specified
by its argument of the current value of the word
register. Any word can be specifjied by giving a second
argument. If GETF fails for the word it looks at the
root form of the word for certain features

GETCL looks up the word class of the word specified by its
argument .
TO has as its argument, the new state label. It pushes the

label onto a stack (PATH), outputs the state, outputs
the contents of the Qregister, and transfers control to
the new state.

BACK backs to the state specified by dits argument.

FINDWRD tests for the word specified by its argument.

BUILDS builds a structure from the register name list.
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levels. 1In the examination stage, traces may be turned on.
lexical entries may be examined or minor changes to the grammar
may be made. Functions available for.the examinationh of
stacks, registers and lexicon are POP, OUT, GETR, LOOKLEX," and
TRACE. A function GETENG is also available for dictionary
lookup in other languages. PARSER require$ approximately 150
lines of SNOBGL code and is currently operatimg on a DEC 10.
A batch version has been tested on an IBM 360

In order to use PARSER, a grammar and lekicon must be
developed as disc files. Since the grammar ks developed as a
separate file different compeonents of the grammar can be tegted
and put together in a variety of contigurations. 1If a lexicon
is not developed as a disc file prior to a parse, it may be
entered from the terminal A simple grammar which produces
surface structure trees is shown in Example 1 along with a
sample parsing. A portion of the léxicon is shown at the
bottom of the page. Example 2 shows the use of the GETF func-

tion to handle agreement between plural adjectives and a plural,

marker in Angas, a Nigerian language. Example 3 shows a gram-

mar which hgndles scntence embedding in English. Some sample
. 5 o ’ h hj ’

parsings arce shown. The model used for the Example 3 grammar

jo basically the one developed in English Transformat jonal
Grammar by .Jacobs and Rogenbautn, A basic case grammar for
English as well ag o semant ic oriented gprammar for Choctaw (an

American Indian language) are in development .
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The complete SNOPAR system has in addition to PARSER a
roubine for generating grammars from a.state transition graph
and a register action table. This routine called NEW guides
the user through a state transition graph and register actions
to produce a grammar compatible with PARSER. Theé SNOPAR NEW
routine is stild in development. The current routine allows
development. of small grammars. The new developments will pro
vide diagnostics of grammar errors. SNOPAR &dlso has a line
editor (FIXUP) and disc I/0 commands. The complete system
dllows repetitive testing of model grammars, permits editing;

and has trace capabilities fgr grammar debugging.



SNP

TRYVP
QUES

QNP
POPS

NP
NPR
PRO
DET
ADJ
TRYN
TRYPP

POPNP
PP

VP

TRYVPP

VNP
POPVP

SNOPAR

Example 1
PARSE(NP()) 1S(TO(.SNP)?)
CAT( "AUX ") $S(TO(.QUES)))F(FRETURN)

SETR(.S, "TYPE ", "DCL ")

SETR(.5, "SUBJ ",Q)

PARSE(VP()) :S(TO(:POFS))F(FRETURN)
SETR(.S, "TYPE , "QUFST{ON ")

SETR(.S, “AUX",Q)
SETR(.S, "TENSE " ,GETF( "INS"))
PARSE(NP()) $S(TO(.QNP))F(FRETURN)
SETR(.S, "SUBJ",Q) s (TO(.TRYVP))
SETR(.S, "PRED",Q)

$§ = BUILDS(S) $ {TRETURN)

CAT( "DET ") -3S(TO(.DET))

CAT( “PRO ") 1S(TO(.PRO))

CAT( "NPR ") 1S(TO(.NPR))F(FRETURNY)
SETR(.NP, "PROP",Q) $(TO(.POPNP))
SETR(.HP, "PRO",Q) 1 (-TO(.POPNP))
SETR(.NP, "DET ,Q)

CAT( "ADBJ ") ~ tF(TO(.TRY¥YN-))
SETR¢.NP, "ADJ ",0) s(TO(.ADJ))
CAT( 'N") $F(FRETURN)

SETR(.NP, "N°,Q)

PARSE(PP(]}) 1F(TO(.POPNP))
SETR(.NP, "PP",Q) 1 (TO(.TRYPP))
NP = BUILDS(NP) s$(RETURN)

CAT( "PREP ") tF(FRETURN)

SETR{.PP, "PREP " ,Q)

PARSE(NP()) s:F(FRETURN)

SETR( -PP, "PREPNP " ,Q)
PP = BUILDS(PP) s(RETURN)

CAT( V") sF(FRETURN)
SETR(.VP, 'V™,Q)

PARSE(NP()) $S(TO(,VNP))
PARSE(PP()) tF(TO(.POPVP))

SETR(.VP, "PP",Q
SETR(.VP, "NP",Q

, g $(TO(.TRIVPP))
VP = BUILDS(VP) {RETURN)

1(TO(.POPVP))

TY LEXENG.1

DID= (AUX)(TNS PAST).
CAN= (AUX)(TNS PRES).
COULD= (FORMI'CAN).
WILL= (AUX)(THS FUT) .«
THE=z (DET).

A= (DET).

AN= (DET).

THAT= (CLLND).

BOY= (N)(NBP SLNG).
BOYS= (N)(NBRK PL).
GIRL= (N)(MBR LING).
GIL[RLS= (FORM GLRL){NBR PL).
MAN= (N)(NBR SLiHG).
MEN= (N)(NBR PL).
WOMAN= (H)(NBR S1NG).
WOMEN= (N)(NBR PL).
TABLE= (N)(NBR SING).
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7fD YOU WALX TO THE VILLAGE
DID YOU WALK TO THE VILLAGE
STATE QUES

COMPLEMENT STRING: YOU WALK TO THE VILLAGE 89
BULLD STRYCTURE DID
STATE PFO

COMPLEMENT STRING: WALK TO THE VILLAGE
BUILD STRUCTUFRE YOQU

STATE POPNP

COMPLEMENT STRING: WALK TO THE VILLAGE
BUILD STRUCTURE YOU

STATE QNP
COMPLEMENT STRI
BULLD STRUCTURE
STATE TRYVP
COMPLEMENT. STRING: WALK TO THE VILLAGE

BUILD STRUCTURE (NP(PRO YOU))

STATE DET

COMPLEMENT. STRINGs VILLAGE

BUILD STRUCTURE THE

STATE TRYN

COMPLEMENT STRiNG: VILLAGE

BUILLD STRUCTURE

STATE POPNP

COMPLEMEZINT STRING:

BUILD STRUCTURE VILLAGE

STATE TRYVPP

COMPLEMENT 3TRING:

BUILD STRUCTURE (PP(PREP TO)(PREPNP (NP(DET THE)(N VILLAGE)})))
STATE POPVP

COMPLEMENT STRING:

BUILD STRUCTURE (PP(PREP TO)(PREPNP (NP(DET THE)(N VILLAGE))})))
STATE POPS

COMPLEMENT S3TRING:

BULLD STRUCTURE:

(vP(V WALK)(PP (PP(PREP TO)(PREPNP (NP(DET THE)(N VILLAGE))))))

STATE S

COMPLEMENT STRING3

BULILD STRUCTURE:

(S(TYPE QUESTION){AUX DID)(TENSE PAST)(SUBJ (NP(PRO YOU)))

gPRED (VP(V WALK)} (PP (PP(PREP TO)(PREPNP (NP(DET THE)(N VILLAGE))})))))

WALKX TO THE VILLAGE

NG
(NE(PRO YOU))

DO YOU WANT TO EXAMINE THE REG[STERS ?
YES
]

oT OUTPUT = POP(PATH) 1S(OT)F(EXAS\S\MIN)
ERP\P\OF

PCPS
POPVP
TRYVPP
POPNP
TRYN
RET
TRYVP
QNP
POPNP
PRO
QUES

DO YOU WANT TO EXAMINE THE REGICTERS ?
‘e



Example 2, 90

ANGAS NOUN PHRASE

NP CAT( "NOUN ") :S(TO(.POS))F(FRETURN)
POS SETR(.NP, "NOUN",Q)
CAT( "POSPRO ") :F(TO(.KI))
SETR(.NP, "POSPRO ", Q) :(TO(.ADJ))
KI CAT( "KI") :F(TO(.ADJ))
SETR(.NP, "POSS",Q)
CAT( NPR") :F(FRETURN)
SETR(.NP, "NPR",Q)
ADJ CAT( "ADJ ") :F(TO(.KOM))
SETR(.NP, "ADJ",Q) +(TO(.DET))
KOM FINDWRD( "KOMEYE ") sF(TO(C:DET))
SETR{.NP, "REL ", Q) : (TO(.ADJ))
DET CAT( DET") tF(TO(.PL))
SETR(.NP, "DET ", Q) .
PL CAT( PL") :S(TO(.PLTY)
IDEMT(GETF( "PL",GETR( "ADJ ")), “PL ") :S{FRETURN)F(TO(.NUM))
PLT SETR(.NP, "PL",Q)
IDENT(GETF("PL" ,GETR( "ADJ ")), "=-PL") :S(FRETURN)
NUM CAT( "NUM") :F(TO( POPNP))

SETR(.NP, "NUM™,Q)

IDENT(WORD, "BAP ") :S(TO(.TMWA))F(TO(.POPNP))

TMWA IDENT(GETR('PL"), "MWA") :F(FRETURN)

POPNP NP = BUILDES(NP) :(RETURN)

EOG

END
ANGAS LEXICON

L L<'AS™> = "(NOUN)(ENG DOG)’

L< MAT > = “({5UN)(ENG WOMAN)’
L< FANA™> = “(POSPRO)(EN%G, MY)
L<'RIIT > = “(ADJ)(PL -PL)(ENG GOOD)~ )
L<'RIIT-RILT > = “(ADJ)(PL PL)(ENG GOOD)

L<"BIJIM ‘ADJ) (PL -~PL)(ENG RIS "
LC NAN-NAN > = “(ADJ)(PL PL)CENG BIGY
LC GAK > » “(NUM)(ENG ONE)~
L< "BAP "> = T(NUM)CENT TWO)®

vWv H

LS 'NYII > = “(DET)(RKNG THIS)S
L DA > = “(DET)(EMNG TH@)'
LC'CE "> = “(DET)(ENS A)

LC " MWA > = “(PLYCLN®Y PLUR)S

L<“BULUS  » = “(NPH) (KNG MAME)

LS KI "> = "(KL)Y(ENG POOSSLOLVE)
LED &R



STATE POPNP
COMPLEMENT STRING:
BUILD STRUCTURE MWA
STATE NP
COMPLEMENT STRING:
BUILD STRUCTURE (NP(NOUN AS)(POSPRO FANA)(ADJ WAN-NAN)(DET CE)(PL MWA)
)

ENGLISH: D03 MY BIG A PLUR

DO YOU WANT TO EXAMINE THE REGISTERS 7
NO

INPUT STRUCTURE TO BE PARSED

AS FANA BIJIM CE MwaA

AS FANA BIJIM CE MWA

STATE POS

COMPLEMENT STRING: FANA BIJIM CE MWaA
BUILD STRUCTURE AS

STATE ADJ

COMPLEMENT STRING: BIJIM CE MWA,

BUILD STRUCTURE FANA

STATE DET

COMPLEMENT STRING: CE MWA

BUILD STRUCTURE BIJIM

STATE PLT

COMPLEMENT STRING:

BUILD STRUCTURE MWA

STATE NP

COMPLEMENT STRING: DID NOT PARSE

BUILD STRUCTURE MWA

DO YOU WANT TO EXAMINE THE REGISTERS ?
NO

INPUT. STRUCTURE TO BE RARSED

AS MWA

AS MWA

STATE POS

COMPLEMENT STRING: MWA

BUILD STRUCTURE &S

STATE KI

COMPLEMENT STRING: MWA

BUILD STRUCTURE

STATE ADJ

COMPLEMENT STRING: MAA

BUILD STRUCTURE

STATE KOM

COMPLEMENT STRING: MIA

BUILD STRUCTURE

STATE DET

COMPLEMENT STRING: MWA

BUILD STRUCTURE

STATE PL

COMPLEMENT STRING: MWA

BUILD STRUCTURE

STATE PLT

COMPLEMENT STRING:

BUILD STRUCTU®RE MWA

STATE POPNP

COMPLEMENT STRING:

BUILD STRUCTUKE MWA

STATE NP

COMPLEMENT STRING:

BULILD STRUCTUFRE (NP(NOUN AS)(PL MWA))
ENGLISH: DOG PLUR

DO YOU WANT TO EXAMINE THE REGISTERS 2
NO

91



Example 3
FUNCTION DEFINITIONS
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tF(TO(,NPP))

GRAM DEFINEC®SCIN?)
CEFINF(?ES{()’)
CEFINECPNP(IM,NT)
CEFINECPP()?)
CEFINECTVP(IN')
DEFINEC®10()*)

. S PAFRSER
PARSE(S())

OUT(’5’,8TR,Q) $(NXT,COM)
S BARSE(NB()) tS(TOC,SNP)
CAT(,AUX) 1S(TI0(,Q))
FARSE(VE()) $1S(TO(,IMP))F(FRETURN)
SNP SETR(,S,°5UBJ?,Q)
SETR{ ,8S+'TYPE?, *DCL"*)
FARSE(VE()) $SITOX ,POPS))
CAT(,AUX) tS(TO(,AX))F(FRETURN)

IMP SETR( .S, *TYPE*,71NMP")

SETR(,S,*SURJ?, " (PRO YOU)*) 1 (TO(,POPS))

) SETFR(,S,"AUX’,Q)

SETR(,S¢?TNSF,GETF(*TNS?))
SETR(,Sy"TYPE?,*G")
FARSE(NP()) $1S(TO(,QNP))F(FRETORN)

AX SETR(,S,*AUX?,Q)

SETR(,Ss"TNS*?,GETF(*INS*))
FINDWRD("HAVE") SFIR(,S»"HA®, HAVE®)
FARSE(VP()) t1S(T0(,POPS))F(FRETURN)

QNP SETR(,S,°SUBJ",Q)

FIND®WRD(®HAVE*) SETR( Sy"HA","HAVE®)
PARSE(VE()) 1S(TOC,POPS))F(FRETURN)

POPS SETR(,S,?PRED?,Q)

B = BUILDS(?/S/TYPE/SUBJ/PRED/?) § (RETURN)
¥ NP PAREER

NP CAT(*DET®) }S(TO(,DET))
CAT(*PRO’) 1S(TO(,PRO))

CAT(?’NPR?) 1S(TO(,NPR))
FARSE(ES()) $S(TO( NPES))
1(TI0O(,PLNP})
DET SETR(,NE, *DET?,Q)
ADJ CAT(’ADJ®) §F(TO(,N))
SETR( GNP, ADJ" M,Q)
BUMNP(?M?) t (TO(,ADJ))

N CAT(PHF) {FCERETURN)
SETR(,NF,*N*,Q) 1 (TO( NPP))

FOSPRO SETR(,NE,*PRO?,Q) 1 (TO( ,ADJ))

NPR SETR(,NE, "NPR®, Q) _
IS(GEIF (*CASE®), *F0S5*) CHGNAM(’NP’, *NPR?, POSHPR?)
PARSE(FS()) tF(TC(,ADJ))

SFTR{ NP, "POSS5°,G)
NE = BUILDS(?/NP/LPR/POSS/®) 8 CRETURN)

POPDE FARSE(FS()) $S(TO(NPES))

ME s BUILDS(NP) 3 (RETURN)

NPF EARSE(PP()) IF(TO(,POPNP))
SETR(,KFP, *NPP* N,Q)

BEUMBE(ORT) t(TO((NPP))

PRO GFTF(°CASE®) *PPOS? 1S(TO(,POSPRO))
EFTR( NP, *PRO®,Q) $(INC,POPNE))

PLNP CAT(*ADJ") bF(TO(NPL))

SETR(GHNE,PADJI? ,Q)
1 (TOC,PLNP))
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NPL CAT(’N’) ISC(GETF(PNBR?)»*PL"’) YF(FRETURN)
SETRC,NF,°N?,Q) 1 (TO(,POCPKNF))

NPES SETR(,NF,*COMP?,C)
N = BUILDS(NP) $(RETUEN)

* PP PARSER

PP CAT(’PREPE) {S(TC(,PREP))IF(FRETURN)

FREP FE<’PREP’>» = Q

PP = *(FREP * R§’PREP’> NP()
*}* (S(RETURNIF(FRETURN)

M VP PARSER
VP CAT(’V"*) tF(TC(,AUXBE)}
SETR(,VE,*TNS*yGETF(*TNS"))
HASNAM(?S*,?AUX") GETR("TINS?)
TS(CGETF(*VIYR*),*TRANS')
. $S{TO(,TRANS))F(TIC(,ITRAN))
TRANS SETR(,VF,"VTI’,Q) 1 (TO(,VNP))
FTRAMN SETR(,VP,*V?,Q) t(ID(,NTPP))
TADJ CAT(?ADJ?) tS(I0(,VADJ))
FARSE(NP()) tS(TO(NTNP))
NTPP FARSE(PP()) tF(TQ(,POPVP))
SETR(,VP,"VPP* N,G)
BUMP(IN’) 1 (TO( ,NTPP))
VADJ SETR(,VE,"ADJ’, Q)
FARSE(ES()) 1S(T0(,VADJES))
VP = BUILDS(VP)
VDJPF PARSE(FE()) tF(RETURN)
VE = VP Q 1¢(T0(,VDJIPP))
VADJES SETR(,VP,*ADJES’,G) 1(TO(,POPVP))
NTNP SETR(,VF,*NTNP*,Q) 1(TO(,POPVP))
VNP FARSE(IC()) 1S(TO(,I01))
FARSE(NE()) $F(FRETURN)
SETR(,VE,*0BJ’,Q)
FARSE(CIC()) 1S(TOC,IOL))F(TO( ,POPYP))
101 SETR(,VP,"10",Q)
FARSE(NFE()) tS(TOC,VIOCNP))F(FRETURN)
VIONE SETR(,VP,"0BJ’,Q) $ (TOC,POPVP))
10L SETR(,VE,710*,Q) t (TO( ,POPVP))
AUXBE CAT(*V* )y ’RALT’) 3S(TO(,BE))
IS(TESTF(*TYPE?’),’G?) IS(TESTR(PAUX*),*BE") tF(TO(,TRYES))
SETR(,VF, *V*,GETR(*AUX’)) t(TO(,PAS))
TRYES ISCTESTR(*IF*)) PARSE(ES()) tF(FRETURNY
KNP = @ $(RETURN)
RE SETR(,VE,*V*,Q)
SETR(,VP,*TNS*,GETF(LTINS*))
PAS CAT(*V*) tF(TO(,TADJ))
WORD *ING® 1SCTOC,ING))
ISCGETF(’VTYP?),*TRAKNS"*) tFCFRETURN)
GETF(’TNS’) *PPRT’ tSCTRPAS)F(FRETURN)
ING VEN=
SETR(,VE,’AUX"*,"BE")
SFTRC,VE, *TNS’,"PPRG*)
SETR(,VE,*V’,Q)
FARSE(NP()) 1SCTOC,PRNP))
VE = RUILDS(VP)
PRPP EARSE(PE()) tF(RETURN)
VP = VP O 1({TO(,PRPP))
ERNP SETR(,VP, *PRNP*,(C) 1(T0(,POPVP))
TRPAS VP =

SETR( FePAUX?,?’RE")
DIFF@MTIESTR("TYFE®),*C"*) SETR(,VP, "TNS?, "PPRT"*)


Administrator
Note
Not Clear in the Film


CHGSBJ

VPES
TRPP
FIO

PNPTST
PNP

FIOL
POPVF

10
I0TO
ADD, 10
I0FOF
IONP

ES

TIES

THV

POFPES
END

GETR(*V.?) 94
SETR(,VP,*V”,Q)
FARSEC(CIC())-.

ISC(TO(,PIO))
FINDWRD(*BY")

$1SLTOC,PNPTST))
FINDWRD(’FROM?) 1SCTO(L,PNPTSTY)
PARSE(CES()) §S(TQ(,VPES))IF(TO(,CHGSBJ))
SETR(WVP,?OBJ’,RC*SURJI">)
IS(IESTR(*TYPE®), *DCL*) RESET(’TYPE?,’TRPAS®)
ISCTESTR("TYPE®?),’G*) RESET(*TYPE’, "QPAS’)
RESET(’SUBJ?,*SOMEONE") $ (TO(,POPVYP))
SETRC ,VE, YOBJES*,Q)

VF = RUILDS(VP)
PARSE(PP()) $ F(RETURN)
VP = VF Q t (TO(,TRPP)}J

SETR(,VP,*10°,Q)

FINDWRD(’BY"*) 1S(TO(,PNPTST))

FINDWRD(*FROM®) 1S(T0C,PNPTST))F(FRETURN)
FARSE(NF()) $S(TOC,PNP))F(FRETURN)
SETR(,VE,*0OBJ*,GETR("SUB.J*))

RESET(’SURJ?,Q) )

IS(TESTR(*TYPE*), °DCL?) RESET(*TYPE’, *TRPA. ")
IS(TESTR(“TYPEY),*Q®) RESET(*TYPE’, *QPAS’)
IS(R<S*IQ">) tF(TO(,POPVP))

PARSE(IQ()) 1S(TO(,PIOL))F(TQ(,POPVP))
SETR(,VF,*10°,Q) :SITO(,POPVP))

VP = BUILDS(VP) $ (RETURN)

INDIRECT OBJECT
FINDWRD(®TO®)
FINCWRD(*FOR?)
SETR(,IC,"PREP?,*T0")
FARSE(NF()) :S(TO(,IONP))
STR = ?70 * STR $(FRETURN)

SETR(,1C, PREP*,Q)

FARSE(NF()) 1S(TO(,IONP))

1SC(TI0(,I0TO))
3S(TO(,I0FCR))F(FREZTURN)

SITR = *FOR * STR } (FRETURN)
SETR(,L,IC,*I0ONP?,G)
I0 = BUILDS(IO) 1 (RETURN)

CAT(’CLIND?®) }S{TO(,TES))
FINCWRD(°TO?) tSUTO(,THV))
FINDWRD(?HAVING?) I1S(TIOC,ESVP))
ISCGETF{*TNS?), °PPRG"*) tF(FRETURN)
FPARSFE(VP()) 1F (FRETURN)

ES = ¢ 3(RETURN
SETR({ ESy "CL,IND
PARSF(S())
SETR(,ES, *INF?,
FINDWEDCPHAVF®) 3SC(TO(,ESVE))

PARSE ' 1) tF(ADD,TO)

SETF( ES,"ESVP",C)

ES = BUILDS(*/S/TYPE/SUBJ/ESVP/?)
SETE(,ES,*"AUX?, "HAVE®?)

FARSE(VE()) tF(FRETURN)
SETR(LES,"ESVP?,Q)

ES = BUILDS(®/S5/TYPE/SUBJ/AUXL/ESVP/ ")
ES = ¢ 3R(RETURN)

e Q)
$S(TO(,POPES))F(FRETURN)
T0°%)

8 (RETURNY

t (RETURN)
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JDHI+ WAZ BELIEWED TD HAYE EEEN DELH/ &L

JOHHY WAD BELIEYED TO HHYE EEENM DELAYED

STRTE <

COMFLEMENT ITRING: DELRVED

ELILD CTRLCTURES

CITTYRET TRPRAZ.  UEJ ZOMEDHE . «FFED ' ¥FBUS FE« THI FEFFIFFFT
vt BELIEYE +OEJEZ +IoTYFPE TRPAZY JUEL TOMEDNE « (AL HAYE
VEIWP MFORLS BEX THI FEFT W DELAEY DR (HFHER JOHH v oy

DO YO ST TO EVAMINE THE FESIZTERZ 7

Ha

IHFUT ZTPUCTUFE TOD EBE FPRFIED

I WRHT 10 <0

1. 'c”“iHT TO =30

~TATE _

COMFLEMENT _TRING: 0O

EUILTD ZTRUCTURE:

v TYRFE DCLo o ZUE S DHPAWRED Tvv o FPRED WP AOTHZ FREZ 0T WMANTS
OF S P COME CIOTYRPECDCL o ZUES oHMFRFO Ty EZWE o WRY GO
fTHZ FREZ o532 00000

oo 'Ou WANT TO EVAMINE THE FESITTERS 7

0

INFUT ZTFUCTURE TO EE FRFPIED

I THIME THRT I ZAW %0OU MITH HER

I THINE THAT I ZAL 50U WITH HER

TR HOT I LEAICDH

LE!ICON RADD. TO REDFT- FAFCE TYFE ZTOF. ELZE TYPY YVEZ

YET
WoFLT
et S

FERFUIFE ZTRING
CAUMTYR TRAMZS cTHZ FAIT?
WOPD

=THTE 2

COMFLEMENT 2 RFINHG: HEF

BUILD ZTRUCTUIPE:

SZOTYRE DEL CSUHET sHPRPDO Is oo o FRFED «WFPoTHD FREZ oo WT THINMKS
(OB oHP o OMP 2o TYPE Dl «ZUED (HFCPFD Toos «FPED WP CTHI PRI
T ZRM OB JHPAPPDO YOUs o FRFEP WITHCHPOPRO HEF st v v



ITNFUT STRUCTURE TO EBE FARSED B

JUHI™S BTLTEVING THAT MARY I8 GOING TO THE VILLAGE IS MYSTCRIOUS
JOHN®S BPLIEUING THAT MARY IS GOING TO THE VILLAGE IS MYSTERIOUS
5TATE S

COLPLERENT STRIMNG: MYSTER10US

EULlLE OTHUCTURES

(SLTYPND MCLY (SUBJ (HF(NDR JOHN"S) (FOSS (VFP(THS FRUS)Y (YT DELICVE)
(OBJ (NM(COME (Bei v DCl ) (SUR S, CRITINFR MARY ) D) (PREDN (UF(AUX RE)
CINS PERGY IV GO Y(PRED MOONEIDED THEY N VILLAGLIIIIIIIIID
(FRED (VF(V EEX(TNS I'RES) (AUJ MYSTERIOUS)Y ) ))

D0 YOU WANT 10 LXAMINE THE REGISTERS 7P

NO

IMFUT STRUCTURLEC TO EC PARSED

THAT HE,BROKE HEG NISH IS SERIOUS

TIAT HE DKOKD MHER UISH 16 SERIQUS

STATE S

COMPLEMINT STRING: SERIOUS

FUTLD STRUCTURE?S

(SCTYME DCL)Y (SURY: (NF(COMP (S(TYFE DOCL)Y (SURJ (NF(FRO HE)))
(FRED (VFP'C(TNS TASTIIVT DREAKNY COLJ (NFC(PRO BERY (N, DISHII»))IDY
CPRED (VP(V REL(TNS FRES)Y «A0J SERLDUS)Y YY)

[0 YOU WANT TO EXAMINE THE REGISTERS 7

NO-

IilFUT STRUCTURE TO EBRF FARSED

THE EOQY BFEARINGS THE RLATS IS MULLIGAN

THE EQY BRECAILLING THE GLASS 1S5 MULLIGAN

STATE §

COMPLEMINT STRING!: MULLIGAN

RUILD STRUCTURE?

(SCTIYIPD DCLY (SURJ (NFLDET THE)Y (N BOY)CEME (VF(TNS PFRGY (VT BREAK)
(DEJ (HR(DCT 1HE? N SLLABS) ) 1)1 ) (FRED (VF(V EE)(TNS FRES)
(MTNI (MECHNPR MULLIGARY )Y

[0 YOU WAMT TO EXAMINE 1HC REGISTERS 7

NO

TMPUT STRUCTURE TO RE FARSED

JOHN"S REING THIN IS NICE

JOHN®S LIFING THIN IS NICE

STATE S

COMPLEMIZNT STRIMG: NICE

EULLD STRUCTURE?

(S(TYFE DCLY(SUDJ (HF(HFR JOHUN"S)IA(IMOSS (VF(V.EBE)(TNS FFRG)
(ADY THINY ) Y)Y ¥ (PRED (VP (Y DEY (TNS PRESY(ADJ MICE)»))

10 YOU WANT TO EXAMINE THE REGISTERS 7

NO

TWFUT CTRUCTLRE TO EE FARSCOH

TD)BE A MAn WAS HIS DREAM

TOU L & MAaN WAD H1S DREAM

STATE G °

COMI ITHIENT STRINGS DREAM

DUITLTE BFRUCTURS ¢

CHCTYRZ DCL)Y (SURS CNI'CCOMEET (SCTYIE Y (QURJD Y CESVUR (VIT(Y RBL)
CTRIG AL Gy CNTRI (RIPCTIET Ay (N MAMY YD) 2 )y ('Lt (VI(V RE)

CTHS BPASTY Y ))

HO YOI WANT TB CXAMING THIZ REGISTERS 7

NL)

IHFUY STRUCTURE TO BE PARSED

LIRLANING DISHES 16 RLOCKLILSS

BICEALTNG DTOHLS 14 KIFCKLLESS

STHTE &

COMULLA T RTRINGY RECKLESS

BUTE I GTIRLIC T2 S

COOTYIE OCLY COUBY (NI'CCOM™ (VIT(TNS FPRGEY(UT RBIEAR)Y (OB (NFP(N DISHES)Y) ) -
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THE EDOY RUNNIJNJINHEG TO THE HOUSE IS JOHN

THE BOY RUNMNING TO THE HOUSE IS JOHN

STATE §

COMPLEMENT STRINGS: JOHN

BUILD STRUCTURE?

(S{TYFE DCLY (SUDJ (ME(DET THE) (N ROY) (EME (VF{V RUN)Y{TNS FFRG)
(VPR - (FREF TQUNIM(DET THE) (N HOUSE) )32 )(FREDR (VF(V BE)
(TNS FRESI(NTHNF (P ONER JOHMNY )Y M)

00 YOU WANT TO EXAMINE THE REGISTERS 7

NO

INPUT STRUCTURE TO BE FARSED

CREARING DISHLCS IS RECKLESS

EREANING D1SHES IS RECKLESS

STATE S

COMFPLEMIZNT STRING: RECKLESS

RUILD STRUCTURE!

(S(TYFE DCLJY(SULRJ (NF(COMF (VF(TNS FFPRG) (VT BREAKR) (OEBJ (NF(N DISHES)))
)

(FRED (YF(Y EEX(TNS FRES)(AIJ RECKLESS)>)>))

[0 YOU WANT TO EXAMINE THE REGISTERS ¥

NO

INFUT STRUCTURE TO EBE FARSED

I WAS THINKING THAT YOU BAB\WERE CONSERVATIVE

I WAS THINKING THAT YOU WERE COMNSERVATIVE

STATE S

COMFLEMENT STRING! CONSERVATIVE

BUFLT STRUCTURE?

(S(TYFE DCL)Y (SBUEJ (NF(FRO I)))(FRED (UF(AUX EE) (TNS PFRG)
(V THINEX(RRNF (NF(COMF (S(TYFE OCLJ(SUEBJ (NF(PRO YOU)))
(FRED (VIP(Y BE)(THS FAST)Y (ANJ CONSERUVATIVEI X))

00 YOU WANT TO EXAMINE THE REGISTERS T

NO

INFUT STRUCTURE TO RE FARSED

JOIIN WAS RELITVED TO RE DELAYET

JOlitY WS BELIEVEW TO EE DELAYED

S14TE S

COMPLEMENT STRING: DELAYED

RUILD STRUCTURE!

(S(TYPE TRFAS) (SUERJ SOMEONE) (FRED - (NP (AUX: BEY (TNS FRES) (V -RELIEVE)
(OBJES (SITYFE TRFAS) (SURJ SOMEOME) (ESYE (UR(AUX BIE) (THNS FFRT)
(V DELAY) (OBEJ (NF (NFR JOHRNIZ2I 1Y)

N0 YOU WANT TO EXAMINE THE REGISTERS 7

NO

INFUT STRUCTURIC TO BE FARSED

THAT HE BROVE HER OISH WAS SERIOUS

THAT HE GROKIE HER LISH WAS SERIQUS

STATE S

COMIPLEMENT STRING! GERIOUS

BUILD STRUCTURE:?

(SCTYE DLL) (SULY (NF(COMP (S(TYFE DGk (BURJS (NFI{0 HE) §)
(FRETI (VPfARE TMASTY (UT BREARY (O (P CPRO HERY (N LISHY I X))
(FRED (UF (Y BEI(TNS FAST) (AN SERIOUS) I )

IO YOU WANT TOLEXAMINE THE REGISTERS 7

YES -
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