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SECTION 1.1 

ON THE NOTION OF SEMANTIC LANGUAGE 

PGTR SGALL 

1. Many models of natural language understanding, man-machLne 

communication, etc. are being constructed, and many semantic 
or cognitive languages a r e  being proposed to serve as input 
and output languages of the brain of such systems. Some re- 

quirements on such languages have been formulated; for in- 
stance they should include no ambiguities, they should allow 

for an effective and empirically adequate deductive or infe- 
rence procedure, they should be as close to natural language 
as possible (to permit an economical analysis and synthesis 
of natukal language input and output for the whole system) , 
and at the same time they should allow for a relatively easy 
implementation in computers. However, a systematic discussion 
of such requirements that would en'sure such a language to de- 

1 I serve its attribute semantic" is still lacking. From a 
strictly logical viewpoint &he proposed languages, ~ o s t  of 

which are not fullv formalized. are often re~ardes as ad hoc 

2. However, an examination of the tools logic offers for ex- 
plicit semantics shows that some of the crucial problems of 
natural language are still unsolved. Even if such devices as 
modal and tense logic, possible worlds, pragmatical indFces 
(or points of reference) and ivtensional meanings are used, 
the meanings of two (analytic or synthetic) sentences with 
identical truth conditions cannot be heId apart. 

1 1  3. A purely formal treatment of the sense" pf sentences ap- 
pears to be excluded; there seeme to be a single possibility 

how to account for the "sense" o£ sentences in an explicit 
way, viz. to formulate a procedure translating the (deep or 

tedtogrammatical structure of the) sentence into a language 
which, in the end, must be, of course, interpreted without 
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any formalism. It appears that t h i s  f i n a l  in te rpre ta t ion  must 
be s imple  enough t o  make any further formalization superflu- 
ous, i e , t h e  semantic laaguage muqt be transparent, i t  must 
have a s imp le  syntax, each of i t s  rules having a single in- 
t e rp re ta t ion  with regard t o  a given model. 

&hus can be concluded that a systematic discussion of the 

rmirements  of a semantic language ie necessary f o r  practi- 
cally oriented man-machine communication resear-ch as wll as 

for the  theory of cognitive psychology and bf logic 

Administrator
Note
Not Clear in the Film



SECTION 1 1 

WHAT'S IN A CONCEPTt 

STRUCTURAL FOUNDATIONS FOR SEMANTIC NETWORKS 

RONALD J. BRACHWAN 

I w5sh to deal with some fundamentals of semantic networks 
and make explicit some assumptions in order t b  get a better 
grasp of representationaL power and develop a criterion o f  

"well-definedness" Network notation is "as~ociative"; 

Woods' analysis of "what's in a link" points out that the 
standard repertoire of links is insufficient. Here we will 
take a look at what w e  want a node to represent and how to 

represent it in a consistent and well-defined way. 

To an almost universal extent, a node is used to represent a 
particular object or event or a class of objects or events. 

"'ISA", etc., links implicitly express more than class member- 
ship; by virtue of a link, one node has all of the properties 
bown to be attributable to the other. Hence the network 

formalism must allow for the representation of the properties 
of a class o f  o b j e c t s .  

We introduce a new primitive link type called DATTRS ("define 
as attributive parts" The description is a node which ex- 
pkesses, among other things, the ROLE that a part plays in 
making up the object, and the set of values that the part can 
hav'e. The part description is a node; at it we can express 
an arbitrarily complex description. It is not necessary to 
discriminate between physical and other kinds of attributes. 
By separating the ROLE and the VALUE/RESTRICTION, we can mo- 
dify the description of a DATTR without compromising its 

functional role in the whole concept. Sets of independent 
assertions are insuTficient to discriminate between obj ects 

with identical parts but unsimilar arrangements; STRUCTURAL/ 
CONDITION indicates relations. We apply this theory to the 
problem of assimilatioh of new information 
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TEXT-BASED LEXICOGRAPHY AND A L G O R I T H M I C  T E X T  ANALYSIS 

STURE ALLEN 

When a linguistic model i s  applied t o  a la rge  corpus of au- 
thentic tex t ,  a considerable number of problems inevitably 
present themselves. Works of reference natural ly  tend t o  

disregard many of these things. Studies of special issues, 

furthermore, often presuppose that the solutions needed i n  

the particular case are i n  fact a t  hand, even i f  they a re  
not  (which i s ,  as a matter o f  pr inciple ,  of course justifi- 

able) .  In any event, this provdes two  reasons for  a close 

study of a large corpus on an exp l i c i t  theore t ica l  basis 

Needless t o  say, there are  other reasons, too, i n  par t icular  

the i n t r i n s i c  descriptive i n t e r e s t  af such an overall  analysis 

and the, poss ib i l i ty  of gaining new insights in to  the nature 

of language. 

In  t h i s  paper, some aspects of the co-ordinated work of 

three groups i n  the Department of Computational Linguistics 

a t  Guteborg University are reported. The first i s  the 

Research Group fo r  Modern Swedish, which car r ies  out the 

work underlying the volumes of the Frequency Dictionary of 

Present Day Swedish. The secsnd i s  the group developing the 

Swedish Logotheque, a text  and word bank. The th i rd  is the 

group working an the project Algorithmic Text Analysis. 

The dictionary project  aims a t  a quanti ta t ive and qua l i t a t ive  

lexica l  analysis ( i n  a wide sense) of a corpus of one m i l l i o n  

running words from f i ve  morning papers, representing Present - 
Day Standard Swedish i n  i t s  writ ten form. The general s t r a -  

tegy developed f o r  the investigation, is presented. Comments 

are made on the significance of the constructional tendency 

of words, the r o l e  of discontinuous collocations, generation 

of coherent text, s t y l i s t i c s ,  and psycholinguistics. 
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THE USE OF WORD-CLASS DISTRIBUTION DATA FOR STYLISTICS 
DONALD ROSS* JR. 

I atd developing a taxonomy of structural properties of lite- 
rary texts in order to describe similarities and differences 
song the ~ryles of mriaus authors A text has many fea- 
tures, Borne well represented by ~tandard statistical measures, 
some not Current approaches can not explain how features 
from various levels' interact or how to represent dynamic 
changes within a t ex t  What can be done is to build on de- 

scriptions of structural characteristics that can serve as 
the basis for comparing indices and developing a coherent 
view of text structure T h ~ s  study develops statratical 

indices f b r  large samples from various authors. It uses an 
integrated sequence of programs, named EYEBALL, to count, 
parse, and analyze descriptive statistics I have analyzed 
samples of English Romantlc poetry, and other users have 

worked on samples of novels 

I propose to compute a serles of measures that maintaias the 
linguistic realtions w~thout losing any of the initla1 

data. A list of categories is arranged under five headings 
mnal-phrase constituents, verbal-phrase cdnstituents, 
&&tetbs, conjunctions , and miscellaneous Linguis tlc rela- 
tions (phrase-head choice and modifier-head ratio) are de- 
f ieed.  The procedure computes twelve measures, thelr awerages 
vatiaaces, correlation coefficients, and linear regressions 

Data from bats, Blake, and Coleridge, and dlalogue and nar- 
ration 1n Joyce's Ulyeses, Illustrate the approach The 
small size and heterogeneity of the base prevent our maklng 
conclusive generalizations, but once the base i s  large 
enmgh we can provide "background" or "norms" for genres and 
eras, and evaluate differences and similarities 
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A COMPILING SYSTEM FOR AUGMENTED TRANSITION NETWORKS 

RICHARD R ,  BURTON AND W I L L ~ A M  A .  W O O D S  

T h e  ATN formalism was developed as g representation for na- 

tural language grammars. The grammar has been viewed as a 
data structure which is interpreted by a program (parser). 
T h i s  paper describes a system that views the ATN as a machine 
description that can be compiled into a runnable program. 
The significance is a dramatic reduction in processing time. 
The compiled programs parse ten times Easter than LUNAR. 

The.ATN is a description of "what sentences the machine should 
accept"; the compiled ATN is additionally a description of 
"how the machine should accept them". The compiler decides 

about characteristics of the process left unspecified by the 
formalism. The first decision is what constitutes a configu- 
ration of the ATN machine (the amount of information needed 
to characterize its status) The second decision is what 

control structure the ATR machine is to have (order of trial 

of alternative parsing options). The compiler must decide 

h ~ w  each arc is to be compiled into code which, when executed, 
will change the configuration as desired; choices range from 
how the nondeterministic process is to be translated into a 

deterministic program to choice of storage structures. 

The compiler allows the user to choose a subset of features 
of the ATN Eormalism, and takes advantage of these choices 
to optimize ATN parsers. The compiler is limited to a depth- 
first control structure, but implementation of other strate- 
gies is possible and several are planned. The paper describes 

the system and presents some trade-offs which were explored. 
An example of operation is included. The possibilities of 

producing ATN machines in languages other than LISP are dis- 
cussed. Efficiency has been tested on the LUNAR grammar and, 
the SOPHIE semantic grammar. 



ON A SYNTAX ANALYSIS METHOD FOR DEPENDENCY GRAMMARS 

I N  A SPEECH RECOGNITION SYSTEM 

SHUN-ICHI TAKEYA 

The importance of linguistic information for successful speech 

recognition has long been aoknowledged. In most systems, how- 

ever, word segmentation is performed sequentially from the top 

of the input utterance ( i . e ,  left-to-right), and use of syntac- 

tic information is mainly intended to constrain which words 

are to be matched with input. Such a scheme oft& comes to a 

deadlock, when it encounters an extremely indistinct part in 
an utterance. This paper proposes a system in which a syntax 

analyzer uses a top-down, breadth-first strategy. 

We use a dependency grammar to describe syntactic structures. 
Dependency grammars were introduced by Hays and, in comparison 

with CG grammars, (1) can represent directly relations between 
terminals, (2) nonterminals correspond to word classes, (3) 
every expansion of a nonterminal produces a word correspond- 
ing to it. These features, especially (2) and (3) , are very 
convenient for speech recognition. Namely, using a top-down 

parsing, we can analyze input by catching words successively. 

The physical inputs for our system are utterances of the sen- 
tences which are generated by a dependency grammar. The first 

part of the system processes an input utterance according to 

its physical features; the output is an incomplete phoneme 

sequence Q. The second part processes Q under the control of 
part 3 and brings out a word sequence: Part 3 chooses an 
initial nonterminal and continues to expand nonterminals. At 
each expansion, part 3 attempts word matches in Q. Bactracking 
can occur. When Q is decided to have a suitable structure as 

a sentence, part 4 changes it into a. letter sequence for output 

In three experiments on 20 utterances in Japanese, our system 
proved effective. 
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UTILISATION DES REDONDANCES POUR L'ANALYSE ET LE CONTROLE 
AUTOMATIQUES D'ENONCES EN LANGUE NATURELLE 

JACQUES COURTIN 

Les systemes d'analyse des langues naturelles reposent en 

general sur les deux grands principes suivants: le texte 
d'entree est correct, l'utilisation des divers modules est 

hierarchisee. I1 s'ensuit que les systemes proposes repondent 

par oui ou non et delivrent dans le cas d'une reponse affirma- 
tive certains renseignements d'ordre linguistique utiles au 
modele suivant. L'enchainement habitue1 des modgles est la 
succession "morphologie - syntaxe - semantique. ' I  11s sont 
par consequent incapables de localiser les erreurs et encore 

moins de proposer une ou plusieurs corrections possibles. 
La mise au point des modeles linguistiques est difficile bien 
qu'il y ait separation entre les parametres linguistiques et 
les programmes. L'apparition des systemes conversationnels 

de programmation a donne naissance a des programmes plus ou 
moins sophistiques d'analyse des langues. Le travail du 

linguiste s'en est trouve facilite bien qu'actuellement l e s  

systemes existants se contentent de proposer un fonctionnement 

conversationnel peu interactif a partir d'un terminal D'autre 

part, les modeles informatiques ne peuvent etre qu'une appro- 
ximation des ph6nom6nes linguistiques. I1 s'ensuit qu'ils ne 
sont j amais complets , et qu' ils contiennent touj ours des 
erreurs: il faut sans cesse y apporter de nombreuse retouches. 
On doit donc essayer de donner aux linguistes un outil assez 

souple qui leur permette de verifier facilement 1 'adequation 

du modele propos8. L'idQal serait de proposer un systeme 
d'analyse permettant la localisation des erreur liees 3 l'in- 

suffisance des modgles et une interaction totale entre l'utili- 

sateur et la machine. C'est pour remedier a toutes les diffi- 
cult&~ evoquees prdcddemment que le systeme P.I.A.F. a ete Cree 
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ABERRANT FREQUENCY WORDS AS A B A S I S  FOR C L U S T E R I N G  

T H E  WORKS I N  A CORPUS 

ALASTAIR MCKINNON 

This paper descr ibes  a method f o r  c l u s t e r i n g  the works i n  a 

corpus by matching the aberrant frequency words i n  each work 

wi th  those  i n  every o t h e r  work. Words a r e  s a i d  t o  have an 

aber ran t  frequency i f  they show - > 1.96 s tandard  dev ia t ions  

from t h e  corpus norm. Given t h e  l i s t  of Such words f o r  each 

work, t h e  s i m i l a r i t y  index f o r  each p a i r  of works i s  then 

computed using t h e  formula 

where A i s  the number of abe r ran t  frequency words presen t  

i n  the f i r s t  work but n o t  i n  t h e  second 

B i s  the number of abe r ran t  frequency words p resen t  

en t h e  second work but n o t  i n  t h e  f i r s t  

C i s  the  number of abe r ran t  frequency words common 

to both  

The r e s u l t i n g  s i m i l a r i t y  ind ices  are then used a s  inpu t  t o  a 

multi-dimensional s c a l i n g  programem t o  g i v e  an o v e r a l l  c lus -  

tering of t h e  works. 

The paper includes a discuss ion  of t h e  method and its presup- 

pos i t i ons  and b r i e f l y  assesses the r e s u l t s .  



S E S S I O N  

TOWARDS A MODEL OF LANGUAGE P R O D U C T I O N i  

L I N G U I S T I C  AND C O M P U T A T I O N A L  F O R M A L I S M S  



SECTION 

FRAMES, STORIES, SCRIPTS AND FANTASIES 

YORICK WILKS 

In Minsky's original paper, one can distinguish static and 
dynamic notions of frome: fixed situation or scene vs. se- 
quence of events. I look at the latter notion and question 
whether the current explications are the sort, or level, of 
knowledge necessary f o r  natural language understanding. I 

use the example of a puberty rite from a remote culture and 
argue that we can understand it without reference to the 
frame which we most likely do not have for it. 

The thesis behind the application of the dynamic frame seems 
to be: 'In order to understand a story we need to know how 
basic stories of that type go' I call this the plot line 

hypothesis; it is supported by appeal fo  Bartlett's work on 
memory. But no evidence has been produced that a computational 
discourse understander needs such a thesis to function. I 
conclude that (a) some far more general inference rules might 
well do the trick, (b) plot line frames do not  solve the 
'topic' problem. 

A strong version of the  plot-line hypothesis hints at a vicious 
regress. It is not clear what mechanisms of access to frames 
will allow them to solve the "topic problem". Unless systema- 
tically related to smaller-scale mechanisms frames may be no 
advance on the older thegaurus hypothesis as far as topic is 
concerned. The paper also examines "do-it frames". 

Advocates of frames sometimes implicitly argue from the true 
premises that (a) we need representations of knowledge to 

understand language and (b) we know (i) how to do certain 

things and (ii) how stories usually go on t o  the conclusion 
(c) we need representations of (i) and (ii) to understand 
language. The conclusion is not proved and, I suspect, 
false. 



SECTION 

SEMANTIC FRAMES, SEMANTIC FIELDS, AND TEXT ANALYSIS 

HEINZ J. WEBER 

This paper deals with the question, how to build up meaning 
representations of natural lexical units (especially verbs 
and nouns, with regard to their semantic and syntactic roles 

in isolated sentences, and with regard to the various actua- 
lizations of properties or of actions and action participants 
in tex ts .  This work is to be seep in connection with a pars- 
ing system for German and Russian; an identificational grammar 
cooperates with a lexicon. Text analysis consists in gather- 
ing sentences by interpreting identified sentential actions 

as belonging to more complex actions and by discovering core- 
ferent action participants. 

The lexicon is the main subject of this paper. In it, infor- 
mation includes semantic and syntactic frames, several seman- 
tic frames can be linked together within one synactic frame. 
The method discussed here is in the main directed by the goals 
that the program is intended to achieve; there is not claim 
to exhaustiveness or primitivity in a linguistic or cognitive 
sense. The labeling of nouns constitutes lexical classes, 

which lie between the traditional "Wortfelder" and the 
Fillmorian "deep cases", being more bound to sentence relations 
than the former, and more static than the latter, because 
their meaning is restricted not only by roles in semantic 

frames but also by features like SOLID, WEIGHT, SHAPE. Confi 
gurations of features are a special type of lexical unit, or 

"prototype word". Such units are codified in a "prototype" 

lexicon, which is reserved for text analysis, and so need 
not be identified in the sentence-analysis lexicon. 





SECTION 2 . 2  

MACHINE DICTIONARY AND L E X I C O N  

G. FERRARI AND 1 PRODANOF 

The MD, i . e .  a  l i s t  bf lemmatized form$ of I t a l i a n ,  was 
conceived both as  an instrument i n  the procedure of lemmati- 

zation and as  the nucleus fo r  research. T h i s  i n i t i a l  precept 

has demanded, i n t e r  a l i a ,  our cotnplete neu t ra l i ty  i n  r e l a t i on  

to  a l l  thoeries .  The l i s t  of en t r ies  has been defined a p r i -  

o r i  as the la rges t  possible. A l l  forms have been generated; 

archaic ,  popular, and rare  ones included. Every record was 

provided with the  information defining both some re la t ion-  

ships between lemmas and d i f fe ren t  l i ngu i s t i c  subsets t o  

which they belong. An updating procedure, adding missing 

words and new information, has been s e t  u p .  

The creation of  computational models implies a  change of our 

or ig inal  theore t ica l  neu t ra l i ty .  From t h i s  p o i n t  of  view, 

the MD ceases t o  be a  simple l i s t  of l ex ica l  un i t s  and must 

be considered as  a  machine composed of a  nucleus of  data and 
a se r ies  of procedures working various l i r r w i s t i c  l eve l s .  

The dictionary i s  s i tuated between lexicology, motphology 

syntax and semantics. Between the l a t t e r  two, the boundary 

i s  not precise,  but from the theore t ica l  and prac t ica l  views, 

no refined analysis i s  possible wlthout using 8 dict ionary.  

It  i s  par t icu la r ly  important to  have a  p a r t i a l l y  autonomous 

idea of the dictionary as a uni tary image of l ex ica l  compe- 

tence. I n  prac t ica l  terms i t  i s  possible t o  associate with 

each lex ica l  un i t  information which represents l ex ica l  com- 
petence and a l so  may be interpreted algorithmically dnd con- 

verted in to  speci f ic  codes fo r  each level  of analysis .  



SECTION 2 . 3  

VERS UN MODELE ALGORITHMIQUE 

Le traitement automatlque des langues naturelles necessite 
d e w  theories: une theorie linguistique et une theorie al- 
gorithmique. Une interaction entre les deux est necessaire 

La thOorie linguistique doit permettre une analyse satisfai- 
sante, mais e l l e  doit etre degag-6e de toute algorithmique. 

La theorie des grapherdtiquetes parait adaptBe B la fois pour 

la representation d'une analyse relationnelle et d'une algo- 
rithmique. La notion d'arborescence permet llBlaboration 
d'algorithme de manipulation oil la description des transfor- 

mations devient statique et n'est pas basee sur le chemine- 
rnent. La notion de graphe multi-Btiquetg et la notion 
dlBtiquette reference permet B la fois de concentrer la re- 
presentation et d'obtenir un graphe tres proche d'une arbo- 
rescence ou la liaison entre certain points independants 
suivant la relation principale est rgalisge. La prgsentation 
de ce modele est divisge en trois parties: les objets mani- 
pules, la faqon de les manipuler par des transformation 616- 

mentaires et enfin la definition de grammaires ggngrales de 

manipulations. Le modele defini ice est une extension d'un 
modgle experimental, le systgme CETA. L'gtude de ce syst5me 
rnontre la souplesse dLutilisation d'un tel modele pour l'ana- 
lyse des langues naturelles et l'effica-cite importante hue a 

l'existence d'algorithmes puissants pour la manipulation 

d!arborescences. Les extensions definies ont pour but de 
palier aux inconvenie~ts rc!ncontr8s par les linguistes dans 
la definition des grammaires d'analyse et de synthsse. La 

programmation en cours de ce modble estdaite dans un langage 
de haut niveau, ce qui permettra une meilleure transporta- 
bilit6. 



SECTIQN 2.3  

This paper describes a framework for a unif$.ed approach to 

four major problems: Integration of contributions and inter- 
actions of multiple knowledge sources; cooperation; evalua- 

tion; and attention to avoid thrashing among a number of 

competing alternatives. These problems result from entering 

the large space of possibilities in a language with error 
prone, imprecise knowledge. In the attempt to develop speech 

understanding for a substantial subset of natural English 
these problems have been unavoidable. 

We choose the phrase as the basis for integration; it is the 

natural unit of structure and meaning. A parse net brings 
together all*attempts to construct a particular category of 

phrase starting or ending at a particular location in the 

input. To reduce the cost of evaluation, heuristic methods 
are used to search the parse net for a bes't path. To shift 

attention when the first selection leads to poor results, 

our system first puts words in focus when an incomplete phrase 

including them is selected for processing, and then inhibits 
work on other phrases that are incansistent with the focus, 
by lowering the priority of tasks. If a phrase in conflict 

with focus overcomes the bias against it. the system's atten- 

tion shifts to a new focus. 

Illustrations of the use of this framework for language under- 
standing are drawn from the speech understanding system being 

developed jointly by SRI and SDC. 
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SEMANTICS IN AID OF AUTOMATIC TRANSLATION 
THOMAS R .  HOFMANN 

The naive incorporation of an integrative representation as 
a 'pivot language' is impossible in the near tuture and, in 
any case, undesirable; re-expression leads not to a trans- 

lation but t o  a version that does not employ synonymous 

lexical items, parallel syntactic structures, or even the- 

same order of expression. It is sometimes important that 
translation is a "maximal isomorphism which preserves the 
semantic meaning'' 

A semantic representation can be used to monitor output and 
to redirect translation when needed to maintain equivalence 

One way to incorporate semantics into an AT system is to ar- 
range for structural transfer at the lowest bevel possible, 
thus employing a minimum of analysis of the source language 

and of synthesis of the target language. The TL sentence is 
then analyzed to determine if it has the same semantic s f f e c t  

as the SL sentence which was analyzed first. 

Another way is to make a complete syntactic analysis of the 

SL sentence at one go, but to use only selected aspects of 
that analysis f p r  TL synthesis. Again, semantic analysis 
determines if the TL sentence is equivalent. 

There appears to be nother way to obtain what we normally 

refer to (and expect or even require) as translaf ions. I will 
compare these two solutions to show that they are only angi- 

neering varieties of the same general solution, which pre- 
serves meaning at the cost of differences in structure, ~ u t  

so Ear as possible preserves structure as well. 



SECTION "2.4 

O R G A N I Z I N G  KNOWLEDGE FOR E N G L I S H - C H I N E S E  T R A N S L A T I O N  

WALTER STUTZMAN 

This paper discusses an English-Mandarin translation system 
knowledgeable about two domains: trips and restaurants. 

The system has four components: an English parser, a Manda- 
rin generator, the Script Applier Mechanism SAM, and a memory 
The main problem in translation, as in other language gene- 
ration tasks*, is "what to say". This problem includes not 
only the production 2 f  well-formed sentences but the more 

complicated problem of organizing and using knowledge to pro- 

duce reasonable explanations for concepts not encoded by 
single lexemes in the target language. Each component of the 

system "solves one part of the translation problem. 

SAM calls the parser to translate each sentence into Concep- 
tual Dependency. The interlingual representation is not syn- 
tactic ; the syntactic "adjustment" rules, usually supplied 

in postediting, are part of the Mandarin surface generation 

routine. Hence, our system does not require editing of the 

input or output. SAM enables us to produce long or short 
paraphrases, summaries, or direct translations. 

The Chinese generator is a modification of Goldman's BABEL. 

Scripts influence lexical choices. The system can explain 
concepts for which no exact Chinese equivalent exists, using 

a network of conceptualizations to find related elements with 
single lexemes in Chinese. 

For conceptual objects, a "generalized lexeme" can be con- 
structed by following memory links to a token with a Chinese 

lexeme. The final component of the theory is a phrasal 

lexicon containing syntactic frames for modifiers and descrip 

tors. 



S E S S I O N  1 1 1  

PLENARY LECTURE 

TO BE ANNOUNCED 

BERNARD VAUQUOIS 
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DYNAMIC PROCESSING I N  QUESTION ANSWERING 

WENDY LEHNERT 

SAM answers questions about s to r i e s  i n  res t r ic ted  domains of 

knowledge; one issue which arises i n  SAM, but i s  relevant to 
dl1 question answering, concerns two types of memory r e t r i eva l .  
S ta t i c  response locates the information i t  needs i n  the memory 
representation that  was generated when the tex t  was read. 
Dynamic response gets  information by actively reasoning from 
general world knowledge and inf erencing i n  conjunction with 

the original  representation. 

SAM incorporates one dynamic response technique. 'Why' ques- 

t ions demand that  a causality be ident i f ied;  but we can ask 
for  the causation behind acts  tha t  d i d  not take place. Since 
the s t a t i c  memory representation does not embody information 
about nonactivit ies,  some dynamic processing i s  needed. Such 

a question makes sense only i f  there i s  a poss ib i l i ty  tha t  the 

questioned event could have happened. SAM can generate paths 

of t h i s  type; t o  see these ghost paths, we point to  the places 

where interferences or unusual things occurred and t e l l  SAM 

to  generate default paths from the immediately prior points.  
Once an ac t  i n  question i s  found i n  a ghost path, we can 

answer by tracing the ghost path back up to  the branch point 

and returning the interference or unusual occurrence. 

Use of ghost paths i s  a dynamic response technique. Ghost 
paths do not carry information about everything that  d idn ' t  

happen, but I would claim that  they contain everything you 
need t o  know. An in te l l igen t  program should know when a 
question i s  out of l i ne ;  a program which has access to  ghost 

paths w i l l  be able t o  recognize and process reasonable ques- 
t ions.  
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THE APPLICATION OF SCRIPT-BASED WORLD KNOWLEDGE 

I N  AN INTEGRATED STORY-UNDERSTANDING SYSTEM 

R.  E .  CULLINGFORD 

This  paper describes how t r a d i t i o n a l  problems of re fe rence  

s p e c i f i c a t i o n ,  e f f e c t s  of context on understanding,  s e l e c t i o n  

of appropr ia te  l e x i c a l  items f o r  genera t ion ,  e t c . ,  are ap- 
proached i n  a s to ry  understanding system using s i t u a t i o n a l  

s c r i p t s .  Emphasis i n  t h e  design of SAM (Scr ip t  Applier 
Mechanism) i s  on evolut ion of genera l  p r i n c i p l e s  which help 

t o  model, hence s imulate ,  the processes which appear t o  go 

on when humans understand simple, scr ip t -based s t o r i e s .  

The vers ion of SAM on which t h i s  paper i s  based c o n s i s t s  of 

an analyzer t o  convert  sur face  t e x t  i n t o  a Conceptual Depen- 

dency format; a s c r i p t  a p p l i e r  t o  bu i ld  up a s t o r y  represen- 
t a t i o n ,  postprocessing programs t o  cons t ruc t  summary o r  para- 

phrase o r  answer ques t ions ;  and a generator  t o  render these  
s t r u c t u r e s  i n t o  n a t u r a l  language. A co-rout ine  con t ro l  regime 

was se lec ted  t o  s imulate  c l o s e  coordinat ion among deep con- 

deptual  and input /output  processes .  We emphasize here  the  
operat ion of the  s c r i p t  a p p l i e r .  

SAM can handle references  t o  th ree  sources of knowledge i n  a 

uniform manner. "General knowledge about a s i t u a t i o n "  i s  

contained i n  t h e  s c r i p c  i t s e l f  as a network of p a t t e r n s  wi th  

embedded r o l e s .  ! 'Specific knowledge about a s i t u a t i o n "  be- 
comes access ib l e  when a s i t u a t i o n  i s  invoked. "Quasi-logical" 

knowledge i s  obtained by in fe rences .  

The primary s c r i p t a l  cons t ruc t s  used t o  con t ro l  access  t o  
world knowledge a r e  s t a t i c  context ,  a h igh -p r io r i ty  search 

l i s t  of p a t t e r n s  t o  match new i n p u t s ,  and the  s c r i p t  pa ths  

themselves. The paper discusses  app l i ca t ion  of tHese con- 
structs i n  i n t e r a c t i o n  among modules. 



SECTION 3.2 

A P P L I C A T I O N  DE TECHNIQUES RELEVANT DE L. I N T E L L I G E N C E  A R T I F I -  

C I E L L E  AU CODAGE ET A L ' E X P L O I T A T I O N  D ' U N  F I C H I E R  DE REN- 

SEIGNEMENTS BIOGRAPHIQUES MEDIEVAUX 

MONIQUE ORNATO AND GIAN PIERO ZARRI 

Le rassemblement systematique et la mise en forme de toutes 

informations biographiques sur les personnes impliquees dans 

les debuts du mouvement humaniste en France est l'une des 
taches de 1'Equipe de Recherche sur llHumanisme Francais des 
XIVe et XVe siscles. Sur le matQriel recueilli, un projet 

de prise en charge globale sous forme de "memoire semantique" 

et d'exploitation par des techniques d'intelligence artifici- 

elle a ete &labore et soumis pour financement 3 la DGRST qui 
l'a accept& Le choix de ce type d'outils est pour ainsi 

dire impose par le caractere extrsmement complexe et tres 

souvent implicite des relations interpersonnelles. De plus, 

le but vise est la creation d'un syst&me qui n'ait pas seule- 

ment une fonction statique de recuperation d'une information 
stock& mais aussi une fonction dynamique permettant d'dtablir 
des liaisons nouvelles entre les donnees et d'accroitre en 

quelque sorte les connaissance de depart Cet aspect pra- 

tique se double de l'interet methodologique d16va1uer sur un 

exemple concret le poids des outils a mettre en place pour 
simuler un ensemble de demarches intellectuelles d'une cer- 

taine complexit&. La m6moire semantique est organisee pour 
I I contenir deux niveaux de dorinees: des information person- 

nages" et le metalangage qui sert de support B l'expressi~n 
des informations. Les informations nouvelles qui vont ali- 

menter le systgme sont regroupges selon des criteres d'unit8 

de temps et de theme et codees sous forme de plans dans le 

metalangage. Elles peuvent etre formul6es dans un meme plan 
en fonction de plusieurs vedettes. I1 a 6tB prevue la mise 
au point d'un mode d'interrogation sur terminal qui admet la 
formulation de questiorsd'utilisateur et questions de systsme 
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A RESEARCHER FILE DESCRIPTION LANGUAGE AND ITS IMPLICATION 
IN INFORMATION RETRIEVAL SYSTEMS 

SETSUO A R I K A W A  

The researcher file is a collection of memos prepared through 

everyday research activitiks such as reading, discussion, at- 

tending lectures, and so on. At present the file is described 
at most in a tree structure, serving as a kind of thesaurus 
for document retrieval based on key words in logical formulas. 

An ideal description language is a natural language such as 
English, French, and so on. Although studies by many scien- 
tists are proceeding, some essential difficulties are left 
unsolved; for a while we abandon natural language and propose 
a well-managed formal language RFDL defined on English. 

Titles differ from sentences in English in that verbs are 
transformed into nouns or neglected as are subjects, but 
some prepositions are supplied. Stop words ar-. useful for 
determining syntax and those derived from verbs for meaning. 
Fillmore s case grammar is useful. 

The field to be dealt with is information science: informa- 

tion and control theory, automata, languages, and pattern 
recognition. Some functions for describing logical formulas 

in the first order predicate calculus and for concept forma- 
tion are added to RFYL. 

The formal systems are subsystems of that of Smullyan, stronger 
than CF and weaker than CS grammars. 

In a new system researchers will be able to retrieve not 

only documents but also facts such as theorems, concepts, 
and data. As a byproduct the study of RFDL will also give 
a criterion for the writing of document abstracts. 



SYNTAX AND FORMAL SEMANTICS OF E N G L I S H  I N  P H L I Q A i  

S. P. J ,  LANDSBERGEN 

In the PHLIQAl question answering sys tern several intermediate 

processing stages are distinguished. The formal languages of 

these stages are English-oriented Formal Language, World 

Model Language, and Data Base Language. This paper describes 

EFL and the transformation rules from English to EFL. Some 

theoretical aspects of EFL as a deep structure language are 

discussed. 

EFaL expressions are "trees"; a syntactic construction is a 

node from which labeled branches depart to subexpressions. 

The most important constructions are quantification, modifi- 

cation, function-application and nominal group. For every 

syntactic construction a rule specifies semantic types of 

immediate constituents and derivation of the expression's 

semantic type. 

EFL is a formal language, not the somewhat hybrid, primarily 

syntactic, tree of generative semantics. A severe distinc- 

tion is made between formal and referential semantics. EFL 

contains more constructions than predicate logic, and differs 

from it in the formal-referential distinction. Referential 

relations are functions; primitive predicates dre  formal. 
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SEMANTIC TYPES IN PHLIQAi 
REMKO J. H .  SCHA 

The semantic representation languages are formal languages; 
the three differ mainly in their constants representing, in 
order, the terms and grammatical relations of English; the 
concepts of the Universe of Discourse; and the files and at- 
tributes of the data base and the available logical and arith- 
metic procedures. We want wellformedness in the syntax t o  
include semantic meaningfulness; this restriction is achieved 
by means of the. semantic types. 

The type system is not just a classification of elementai-y 
objects; it contains many constructions for making "higher 
level" types. Most of these constructions can be nested ar- 
bitrarily. 

We define functions which oheck whether types are equal, 
whether one type is included in another. A fragment of 
formal syntax is presented; conditions on and rules' for com- 
puting semantic types are explained and motivatced. 

The computation of semantic typos is useful in parsiflg and 
also in resolving polysemy at the level of the World Model. 
Semantic types are also used in the applicability conditions 
for semantic transformations which eliminate specific kinds 
of constants by reformulating the expression. 
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NIVEAUX D'INTERPRETATION DANS UNE TRADUCTIO~ MULTILINGUE 
APPLICATION A L'ANALYSE DU RUSSE 

N. NEDOBEJKINE 

Toute analyse suppose la recherche de l'interpretation de l a  
structure d'une phrase a un certain niveau. Ce niveau B at- 
teindre depend du degre de parente des structures de la 
langue-source et de la langue-cible. Plos celles-ci sont 
proche entre elles, moins le niveau recherche est haut. Nous 
avons retenu trois niveaux dVinterpr6tation suivants: 

Le niveau bas se limite la combinaison de classes a l'intze- 
rieur d'une phrase. 

Le niveau moyen suppose l'attribution chaque groupe dans 
une phrase d'une fonction syntaxique traditionnelle, telle 
que suj  et, objet, circonstanciel, determination, etc. 

Le haut niveau recherche des relations logiques assez prdcises 

entre lee groupes (tels que agent, instrument, . . . ou bien 
les cas profonds de Fillmore) et pourra convenir a la traduc- 
tion entra langues suffisanment dloignges l'une de l'autre, 
ou bien au traitement des phrases 3 structures par t icul ieres  

dans les langues parentes. 

La representation de taus ces trois niveaux se f a i t  au moyen 

de la meme structure arborescente dont les somets contiennent 
des etiquettes relatives a chacun des niveaux d'interpreta- 
tion ainsi que celles concernant les variables d'actualisation 
ou lexicales pouvant servir B n'importe quel niveau. Une 

r&gle syntaxique travaille sur ces arborescences en fonction 
des eondition de schemas et d'informations grammaticales; 
elle transforme les premier et modifie les secondes. 

Notre grammaire regroupe ses regles en trois sous-groupes 
rattachment de mots-ootils, construction du groupe nominal, 

reconnaissance du groupe nominal entier et des constituants 
de la proposition autour du verbe. 
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JEUDEMO-CDC TO JEUDEMO-IBM 

FRANCINE QUELLETTE 

Since 1972 ,  JEUDEMO, a package f o r  producing indexes, con- 
cordances, and elementary8 statistics, has been in use a t  the 
Universite de Montreal. In collaboration with the research 
group of CNUCE, Pisa, we are im&pm&nting the first m s i o n  
on IBM equipment. In this paper we describe the conversion 
experience, which had five steps : (1) We made a preliminary 
study to find the main prbblems. (2)  We held a working ses- 

sion at Pisa to explain the program tb CNUCE's programmer who 
will work on the XBM version. During this four-week stage, 
we made the main conversion. (3) We executed our program in 
Montreal using the parameters of an IBM machine (word length, 
EBCDIC codes, etc.) producing extensive printouts at the 
main points of the program. (4) This version was sent to 
CNUCE to be reprodared and tested.  (5) The CWCE programmers 
made the adaptations necessary to optimize the program for 
an IBM machine. We are now planning another working session 

to determine what modifications ~f the program would make the 
software more useful to both centres, t o  dec ide  what will be 
the steps necessary for the implementation of the final ver- 
sion of JEUDEMO on both computers, and to establish pkocedures 
for distribution of the software. 



S E S S I O N  I V  

PROBLEMS OF IN~ERENCING AND I T S  RELATION TO DECOMPOSITION 

A R A V I N O  K. JOSH1 AND STANLEY J ,  ROSENSCHEIN 

In this paper. we will explore from various points of view 
some problems of inferencing, including the relation of infe- 

rencing to representation, and the relative ease of carrying 
out various operations in different representations. In par- 
ticular, we will focus on the relationship of inferencing to 
decomposition of predicates into primitives, as well as other 

defined predicates. 

This paper will be divided basically into two parts. Part 

I will consist of an analysis of the problem of inferencing 
along different dimensions. This will enable us to puLl to- 
gether certain key issues and their mutual relationships in 

a specific fashion. In R a t  I1 we will be concerned with the 
definitioaal hierarchies and the utility of setting up rela- 

tions between defined predicates other than those that are 

implicit in their expansion into primttiues. The design and 
implementation of a system of inferencing, whose major fea- 
tures are certain operations defined on a partial order over 

a set of patterns (schemas) has been described in print. We 
will suitably augment the set of these operations in order 
to provide a framework for our investigations. 

PART I. Inferencing can be viewed along different dimen- 
sions, not necessarily completely orthogonal. Some of these 

dimensions are as follows 
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1. Directiion of inf erencing : Top-down (goal directed) , 
bottom-up (data directed),  o r  a combination of bo th .  To what 
extent inferencing i s  "free running" o r  constrained by goals 
and subgoals. 

2 .  Certainty of inferences: Certain, cohditional, o r  
conj ectural . 

3 .  Whether inferencing works with t o t a l  o r  p a r t i a l  infor 
mation: Related t o  summarizing, which while accounting f o r  
a l l  of the input forces one to imply more than what i s  i n  the  

input. Also  related to lexical izat ion.  
4. Cri ter ia  for  controlling inferencing: Whether they are 

external o r  internal (i. e .  , structural)  . Related t o  the o r -  

ganiaation of the pattern space and how schemas are  related 
t o  each other, e . g . ,  i n  terms of shared information. 

5 .  Domain dependent or independent. 
6 .  Context depefident or independent. 
7 .  Are the given fac t s  structured and are the derived 

facts  (inferences) integrated into the structure? 
8 .  Does inferencing use defini t ional  hierarchies or are 

all operations defined i n  terms of primitives into which a l l  

predicates are ultimately defined? 
9 .  Is inferencing monotonic or nomonotonic, i . e . ,  does 

the  addition of new schemas (with given inputs) always give 
a t  leas t   he same inferences as we did before the new schemas 
were added (monotonic), or does i t  sometimes give fewer in- 
ferences than before (nonmonotonic)? 

A l l  these issues w i l l  be investigated i n  some de t a i l ;  how- 
ever, w e  w i l l  concentrate more on items 2 ,  7 ,  8 ,  9 ,  and i n  

particular i t e m  8 w i l l  be investigated in  much greater de ta i l  
i n  Part P I .  
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PART 11. In defining predicates we have two choices: 
Either each predicate is defined directly in terms of primi- 
tives o r  it is d e f i n e d  in terms of other d e f i n e d  predicates. 

An example of t h e  first approach can be fdund, but most stu- 
d i e s  i n  the decomposition of lexical items (verbs, in p a r t i -  

cular) f o l l o w  the latter approach. Definitions in terms of 
other defined predicates may be set up for convenience (eco- 
nomy of representation) and ease of understanding; however, 
the question we want to investigate is the utility (with re- 
spect to certain operations) of postulating relations between 
defined predicates ofher than those implicit in the primitive 
expressions to which they can all be ultimately reduced. 
What are the trade offs between the two representations? 

The analogy with prograqing languages is suggestive; pro- 
grams are typically structured in terms of explicit hierar- 
chies of subroutines, function calls, and so on. This pro- 
vides advantages beyond intelligibil~ty to programmers, 
namely saving of space, ease of reference, etc. The analogy 
is n o t  exact, however, and the notion of hierarchies should 
be eva lua ted  i n  light of the uses to whioh they are put 

A difficulty with expansion to primitives is that soae- 

times appropriate inferences have to be made on the basis of 
certain combinations of primitives, i.e., in terms of some 
defined predicates. Responses of the system have to be often 
comparable ro the input, e . g .  responding to a question by an 
answer which contains unnecessary details is felt inappropriate 

There i sea disadvantage when we consider the problem of 
contradiction checking in the environment of a set of defined 
predicates, where each definition is a boolean combination 
of previously def ined  predicates. Unless the definitional 
system was constructed with great  care, it will ordinarily 

be simpler to test for the existence of contradictory* 
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expressions in the expansion of an input set (giveh initially 
over the defined predicates) by expanding all of the inputs 
to primitives and doing the check at t-hat level. 

In the inverse process to expaasion, namely SYNTHESIS oft 
summarizing expressions, what are the advantages and disadvan- 
tages of explicit hierarchial structuring? WE FEEL THAT 

THERE I S  k CLEAR ADVANTAGE I N  EFFICIENCY O F  THE SEARCH FOR 

FURTHER SUMMARIES, PARTICULARLY WHEN THE D E F I N I T I O N S  COWTAIN 

' L O C A L  VARIABLES '  THAT CAN BE FILTERED OUT WHEN PROCEEDING 

TO HIGHER LEVELS OF THE HIERARCHY. This becomes particularly 
Lmportant when perceptual data (visual) i s  to b e  included in 
the input to be sumparized. Even in synthesis, however, 
there is a drawback which should be understood. Alternate 
but equivalent definitions (equivalent in the sense of re- 
ducing to the same primitives) might cause relevant summaries 
to be missed .  This issue has been raised b y  Bobrow and 
Norman, among others. Their suggestion for dealing with the 
problem is "consistent style" of definition. We will inves- 
tigate how this can be insured automatically, i f  one allows 
auxiliary definitions . 
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COMMENT PERMETTRE AUX AVEUGLES D'ACCEPER AUX MOYENS 

MODERNES DE TRAITEMENT DE L INFORMATION 

A. T*ETIAKOFF 

Je travaille en ce moment sur les problemes de communication 
aveugles-voyants et en particulier sur l'automatisation de 

l'utilisation de 1 ecriture Braille. 

Durant ces travaux, des appareils permettant le stockage et 
le traitement de l'information en Brailte ont 6t6 rgalises 
Ges appareils offrent de nouvelles p o s s i b i l i t e s  pour la lec- 
ture, l'ecriture et le calcul en Braille. 11s permettent 

ggalement aux aveugles d1acc8der aux reseam de  transmission 

et traitement d'infprmatiod en cours d'implantation dans de 

nombr eux pays . 
Je me propose de parler de ces diverses possibilit6s, et de 

leurs consequences sur l'6volution du language Braille 

(abreggs, Braille international, etc . ) 
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A COMPARISON OF TERM VALUE-VEASUREMENTS 

FOR AUTOMATIC INDEXING 
G .  SALTON 

A number of automatie indexing theories have been proposed 
over the last few years leading to the assignment of signi- 
ficahce values to linguistic entities in ~cordance with 
their importance for purposes of content repfesentation 

Uong tlliese are methodologies based on decisiarr theory, in- 
formation theory, communication theory, vector space trans- 
formation, and others. 

A n  attempt is made to compare these theories by exhibiting 
the formal kequency characteristics which underlie them. 

The effectiveness of the various approaches is also evaluated 

in experimental situations by using collections of documents 
in the areas of aerodynamics, medicine, and world a£ fairs.  



SECTION 4 . 3  

SUPPORTING A .C&lMPUTER-DIRECTED NhTURAL LANGUAGE DIALOGUE 

FOR AUTOMATIC BUSINESS PROGRAMMING 

GEORGE E. HEIDDRN, 

The user of a questionnaire-driven customizer need only answer 
a series of multiple-choice questions in order to obtain a 

business application program which is a version of a general 
p r o g r m  with parameters adjusted to his application. There 
i s  no imeraction between system an6 user, if he does not 
understand a question, he has to look in an accompanying 
manual for relevant information 

We are working on a dialogue customizer. The user's questions 

to the system may be about the application area, about the 
specific program being produced, or aaeut the system itself 

Answers range from output of a prestored fact to partial si- 
mulation of the program being generated. 

We have been observing actual customizer users completing 
questeonnaires and also users of a manually simulated program 
explanation system, which we are automating by parts. The 
linguistic processing is done with NLP, using augmented PSCis. 

Decoding i s  bottom-up parallel; encoding is top-down sequential 

A communications view of language is taken, rather than that 
of parsing and interpreting isolated sentences. User and 
computer engage in a dialogue with a certain amount of know- 
ledge in common and help each other to know more. The system 
maintains a vector of context information and sets up expec- 
tations which in masy cases simplify the analysis of user 

utterances. Much effort i s  beihg expended on the reference 
problem. 

This paper gives both an overview of the project and specific 
details about the reference problem and dialogue context. 
The work is similar in many points to speech understanding. 
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INTERACTIVE ANALYSIS: A SYNERGISTIC APPROACH 

DARYL K.  6168 

A powerful interlingua is the first requirement of d system 
that  will accept a substantial number of English structures 
using a totally unrestricted universe (20 to 30,000 entries 
in lexicon). Such an interlingua should be able to show in 
an explicit way the difference8 among direction, selection, 

location, quantity, spec i f i c i t y ,  degree, number, contrast 
sets, manner, and so on. Analysis of syntax is often simpli- 
fied to the point of recognizing word caeegories and perhaps 
case dependencies. The Junction Grammar interlingua is much 
more powerful and therefore logical deductions are often ne- 
cessary to resolve ambiguities; the syntax of the interlingua 
is directly related to meaning--a subset or part of it. 

The programs are designed to recognize potential ambiguous 
sentences and query a linguist as t o  the reading in the 
given context. Word sense and syntacto-semantic relationships 
can require resolution. 

The interactive analysis produces a very explicit in ter l ingua 

that can be manipulated and changed automatically if necessary 
before recon~truction in natural language. This t y p e  of sys- 

tem has several advantages: The linguist need not know any 
foreign language, since he answers questions about English. 
The bystem can generate input for programs which can be auto- 
matic, i.e. transfer and synthesis. It makes possible keeping 
records of interactions. Sometime in the future these records 
may be used as a guide in writing programs for automatic logic 
processing. 
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MODELING OF INDIVIDUAL SEMANTIC STRUCTURES 
JAMES D. HOLLAN 

In order to experimentally evaluate a given model of semantic 
memory, it is necessary to instantiate the model with some 
particular content. At this point an additional complexity 
is introduced. Performance in any task designed to test 
the psychological validity of a particular model might obtain 
from three categories of variables. structural, process, and 
content variables. Thus if one is interested in the effects 
of any one of these variables, it is necessary to control for 
the possible effects of the others. 

The focus of research has been on structural and process vari- 
ables with virtually no attempt to investigate or to control 
content variables. Allusions to the importance of content 
varia6les appear in the literature ; in particular, to -the 
possibility of performance differences between individuals 
due to differing semantic memory content, but only in one 
study have individual knowledge structures been constructed. 

A technique has been developed to construct models of indivi- 
dual knowledge structures in accordance with a number of cur- 
rent memory models. The technique is implemented in the 
form of a PL/I program which effects the construction of the 
models and generates a graph-theoretica1,description of each 
model. 



SECTION 4 .4  

COMPUTER ACQUISITION OF NATURAL LANGUAGE8 

EXPERIMENTAL TESTS OF A PROPOSED SYSTEM 

JANET KING, I A N  M C M A S ~ E R ,  AND JEFFREY R.  SAMPSON 

This report sketches some highlights of the acquisition pro- 
cess as understood by linguists. It discusses methodological 

issues such as acoustic or orthographic input, grammatical 

formalism, nonlinguistic input, external environment, and 
cognitive development. It reviews computer-oriented natural 

language systems witH acquisition components. 

A new Complete Language Acquisltion Program is proposed. 

CLAP'S major components are a Perceiver, Semantic Base, 
Action Taker, Short-term Memory, Lexicon, Parser, Responder 
and components to modify parsing and responding strategies. 

It acquires language with five strategies sequentially: seg- 

mentation and meaning association, linear orderirig, structural 
generalization, conflict resolution, and using discourse. 

CLAP emphasizes the primacy of comprehension over production 
and the role of a realistic external environment. At least 
the first three strategies are sufficiently well defined for 
immediate implementation. 

Results are now available from two experimental implementa- 
tions of part of CLAP's first strategy. The first learned 
the meanings of many object names. The 3econd introduced 
actions and the verbs describing.them. The f i r k t  was influ- 
enced by Winograd, the second by Schank. Results of the 

second raised questions about methodology, including lack of 
concept-to-word linkages and the assumption that strbctural 
morphemes would develop no meaningful concept connections. 

Nevertheless, the second system learned many lexical items. 

Further research will focus initially on implementation of 
the segmentation aspect of CLAP's first Btrategy. 
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PLENARY LECTURE 

QUESTION AND ANSWER IN LINGUISTICS 

AND IN MAN-MACHINE COMMUNICATION 

E V A  HAJICOV.A 

Several treatments of question-answer relation are dis- 

cussed (Belnap, Katz, Keenan, Conrad, and others), some 

oriented more linguistically, others mope logtcally; require- 

ments are sought which must be met by a theory underlying an 

effective question-answering system in man-machine communica- 

tion. 

It is argued that such a theory should take into account 

not only such conditions as presupposition sharing (where 

several levels should be distinguished, including corrective 

answers) but aIso the topic-focus characteristics of the 

question and the corresponding answers. The notion of focus 

of a question has already been applied in connection with 

man-machine comnunication by Winograd, but his Mews of the 

term focus differ from those csE Halliday, Chomsky, and others 

The topic and focus of questions are examined on the basis 

of the Prague School approach and it is shown under what con- 

ditions and to what extent the topic-focus structure of the 

questiob determines the form of the possible corresponding 

answers. 
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An experiment with a question-answering system is de- 

scribed, which is being prepared by the Prague g o u p  with 

the aim Q-£ building an automatic micro-encyclopedia in the 

field of electronics. The input consists (a) in several 

segments ~f English and Czech technical texts (chosen from 

monographs, papers, and entries from a technical encyclope- 

dia); (b) in Czech and English questions concerning the r e -  

lations between concepts of the given field; the input text 

is processed by a program of morphemic, syntactic and seman- 

tic analysis (i. e. translated into a "cognitive" language) 

and further by the brain of the system so that the concepts 

characterszed in the input texts are properly stored in the 

data base and for every input question either an aaequate 

answer is chosen, or it is stated that the information in 

question is missing in the system (and, if asked. for more 

frequently, it should be supplied into the system). 

The output, yielded by programs of synthesis of English 

and Czech, translates the chosen answers from the cognitive 

language into t k  sentences of one of the two natural lan- 

guages (according to the choice of the user). 
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O N  INTENSIONAL AND EXTENSIONAL REASONING 

IN QUESTION-ANSWERING SYSTEMS 

RAYMOND REITER 

For concreteness, I shall focus on a guery language very like 
that used by Woods, although any such first-order language 
would do. The end result of syntactic and semantic process- 
ing of a query is an expression in this language. Executing 
this expression extensionally answers the query. Such an 

expression often represents a highly inefficient call to the 
retrieval component. There may be nested quantifiers, mul- 
tiple "such-that1' conditions, paraphrase problems, and multiple 
data base representations of the same facts. I propose to 
specify an intensional description of how theodata base is 
organized and use the description to select the best expression 
for executioxl. 

Some queries are inherently nonextensional. An approach to 
queries in this class is to obtain a coarse description of 
an intention with respect to subsidiary functions and modify 
dynamfcally the value returned. A number of complicating 
problems can arise. In the paper I point out several such 
difficulties and propose techniques for dealing with some 
of them. 

With hypothetical questions, it is by no means always obvious 
what functions are required. In such cases, some form of 
intensional reasoning on the hypothesis is necessary in order 
to identify it with an appropriate function call in the query 
language. 
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EXPERIMENTS I N  CONCEPTUAL ANALYSIS OF THEORETICAL PISCOURSES 

JEAN-GUY MEUNIER 

By conceptual a n a l y s i s ,  we mean the i n v e s t i g a t i o n  of the se- 
mantical properties of a l e x i c a l  form i n  a text .  A concept 

i s  defined,  i n  the fregean manner, as a funct ion whose argu- 
ments w i l l  be a set of l e x i c a l  properties. Being r e a l i z e d  

on a theoretical tex t ,  these  conceptual  analyses encounter 

o r ig ina l  problems. I n  c l a s s i c a l  contemporary semantics, 
each word of a d iscourse  receives one o r  more d e f i n i t e  repre-  
sentations which which t o  understand t h e  meaning of t h e  t e x t .  
This procedure follows the  p o s t u l a t e  t h a t  understanding must 
be r e l a t e d  t o  knowledge, but i t  ignores  t h e  o r i g i n a l  c o n t r i -  
bution of t e x t  t o  meaning. In  l i t e r a r y  c r i t i c i s m ,  phi loso-  

ph ica l  commentary, one cannot presume the  meaning of the  i m -  
por tan t  words; t h e  book has been w r i t t e n  t o  de f ine  them. 

We work on the  French vers ion  of Descar tes ' s  Discours de l a  
Methode. We t r y  t o  d i sce rn  t h e  a c t u a l  meanings of important 
words, semantical  r e l a t i o n s  among them, and t h e  d i s t a n c e  of 

the author from t h e  accepted meanings of the  words. 

Our s t r a t e g y  i s  c r e a t i o n  of concordances, fragmentation of 
contexts, hypothet ica l  d e f i n i t i o n s  of words, and semantic 

preference ana lys i s  i n  the manner of Wilks. 

When disambiguation and semantic s e l e c t i o ~  cannost be operated,  

semantic formulas a r e  transformed; t h i s  process continues 
u n t i l  each keyword s tud ied  rece ives  a s a t i s f y i n g  d e f i n i t i o n  

i n  a l l  i t s  contexts .  The contexts  a r e  then analyzed ib a 
componential manner, and t h e  keywords a r e  compared f o r  syno- 
nymy, conceptual i nc lus ion ,  e t c .  

We hope t h a t  t h i s  r e sea rch  i s  an  o r i g i n a l  a p p l i c a t i o n  i n  a 
growing f i e l d  of l i t e r a r y  research by computer. 
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A NEW MOR-PH L E X I C O N  FOR ENGLISH 

M. S ,  HUNNICUTT 

The lexicon, intended to facilitate the conversion of unre- 
stricted text into speech, is comprehensive, useful in a 

variety of *applica%ions, and based on linguistic principles. 
The system includes a phonological rule algorithm and a ter- 
minal analog speech synthesizer. Future additions will allow 
for the production of natural-sounding speech at the sentence 
level. These additions, now existing as separate modules, 
Lire algorithms which generate a surface structure pafse and 
govern fundamental frequency, duration, and timing. 

Wtivating factoqs include the desire to model the process 
used by a native speaker while reading; the camprehensiveness 
of a morph lexicon, and efficient use of memory. 

The lexicon was obtained by decomposing 50,406 distinct words 
6 found in a corpusa of 10 running words. Beginning with a 

base of 1, 2, and 3-letter words and a decomposition algorithm 
the lexicon was built up by adding to the base all n-letter 

words which did not decompose into words of less than n let- 
ters. The algorithm uses a recursive longest-match-first 

procedure from the right end of the word and has a set of 
morphophonemic'rules. for suffixing, including pXurals and 
palatalizations among others. 

Since the first decomposition found by the algorithm was not 
necessarily the correct one, a set of selectional rules was 
devised. 

Polymorphemic words remain i n  the lexicon as  required for the 

conversion of text to speech. These entries are annotated. 

The lexicon is of potential interest to lexicographers, to 
linguists and to anyone in need of a large data base of 

English words. 
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CAN SOME PROCESSES OF LANGUAGE E V O L U T I O N  BE SIMULATED? 

BERND S. MULLER 

The algorithmic approach undertaken in the "triangle world" 
(T) tests some very crude hypotheses. The evolutionary pro- 
cess has the following conditions: Beings who are supposed 
to develop a language exist in a world which consists of 
their habitations and a food-producing outside world. Food 
has triangular square, and other regular 2-dimensional forms; 
Triangles are the most tasty food. A set of "world rules" 
tell about the edibility of forms other than triangles and 
the possibilities for the tranformation of nontriangles into 
triangles. Eventually different tribes in T d e s c f i b e  their 
outside world fiifferently when their possibilities to trans- 
form geomet~ic forms axe restricted. 

In general, language evolution takes place in a world which 
is governed by certain world rules; parts of the world are 
the language-developing beings which experience situations 
and communicate in steadily changing types of languages; the 

languages are build up from random signs for specific world 
phenomena; the changes from one type of language to anocher 
are caused by certain language evolutionary rules which seem 
to be mostly economic in nature; sign structure rules seem to 
belong to the language evolutionary rules. 

In T, the language evolutionary rules are identity, abstrac- 
tion, differentiation, and preference for short signs. 

The evolut5on process produces language according to meta- 
rules and world rules. The evolution prodwt becomes more 
refined if the set sf world rules does. Simulation of the 

T type can onJy produce a language with some of the most 
general features of a human lenguage. 

This paper describes the construc-tion of the T program, its 
pr~duction's and results. It contains preliminary reflections 
on more refined types of evolution models including those of 

the stochastico-algorithmic type. 
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ON ALGEBRAIC D I S T R I B U T I O N A L  A N A L Y S I S  OF ROMANIAN LEXICAL U N I T S  

LIANA SCHWARTZ POPA-BURCA 

The equivalence relation generated by Dobrusin ' s domination 
relation gives rise to corresponding .1 equivalence classes which 
coincide with distributional classes. We have studied the 
contextual betiavior of the written Romanian verbal, nominal, 
and adj  ectival forms. It has been proposed t o  perform a lge  
braic d i e  trQutiona1 analyses by e m p l o y i q  several levels of 
grammaticalness, such that each of "em contain the previous 
ones. A level of grammaticalness is just a finite set of 
contextual classes; it is introduced to emphasize some con- 
textual peculiarities of the elements in a chosen corpus. 
The existence of elements having- more than one grammatical 
valence causes most of the problems related to contextual 
equivalence in Romanian. 

We discuss here some aspects of algebiaic distributional 
analysis of Romanian verbal forms, comparing them with 
nominal or adjectival forms. Five levels are considered. 
We obtianed 76 distribljtional classes. 

Every grammatical category at the first level is a collection 
of simple fohns of the indicative corresponding to one and 
only one grammatical person. At the second level, the sub- 
junctive appears. At the third, the past and present parti- 
ciple, and some infinitives. 

The method does not restrict choice or order of levels of 
grammaticalness; s,uch a problem is a f a k e  one. If we rsx 
the first level and perform distributionkl analysis by taking 
into account more than two levels as well as the same aspects 
of contextual behavior, the order of subsequent levels does 
not: affect the resqlt of our .analysis. 
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ALGEBRAIC DISTRIBUTION/4L ANALYSIS OF CERTAIN FRENCH WORDS 
L U C R E ~  I A VASI LESCU 

The main aims of our research are t o  e s t ab l i sh  d i s t r ibu t ion  
classes and the r e l a t ion  of dominatjion between them and the 

elementary grammatical categories and types of homonymy. 
The analyzed words a r e  the  noun, the adjec t ive ,  and the verb.  

We obtain the wrsespondence, from the point  of view of se- 

mantics, f o r  the whole of the nouns, adjectives and respec- 

t ively the French verbs. We a lso  obtained a regular iza t ion  

and a new d is t r ibu t ion  of the par t s  of the sentence. The 

so-called exceptions were given t h e i r  own l a w .  

A measure of the morphological homonymy appearing i n  the 
paradigms of grammatical categories i s  given by the  index of 

morphological homonymy. According t o t h i s  index, nouns and 
adject ives  are organized by couples of two or  three  noun or  
adjective forms, t h i s  behavior being found within the distri- 

bution c lasses  and the elementary graohnatical categorfes a s  
well .  With respect t o  the  verb, the number of elementary 

categories i s  much bigger, mainly beacuse of the graphical  

aspect varying from one petson to  the o ther .  

The behavior of these words has not been considered exhaustively, 
the analysis can be ref ined by introducing other c lasses  of 

contexts, as w e l l  as otdering and choice c r i t e z i a  f o r  gram- 
matical  l eve l s .  
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SYSTEM3 INFORMATIQUE POUR LA GENERATION MORPHOLOGIQUE 
DE LANGUES NATURELLES EN ETATS FINIS 

BenoLt Thouin 

Z'objet de cette communidation est un systeme informatiqde 
-package- pour la generatioh morphoLogique de langues natu- 
relles Hestin6 B completer la chaine de traduction automati- 

que du G.E.T.A. Le systeme recoit en entree une arborescence 
represefitant: la structure syntaxique d une phrase au d'un 
ensemble de phrases. I1 donne en sortie la chaine finale cor- 
respondante. Formellement, le systeme est un transducteur 
qrborescence-chaine compose de deux transducteurs. Un auto- 

mate d'execution simule les transducteurs; 1 utilisateur a 
la~esponsabilit6 de lui fiournir les informations propre a 
chaque unite lexicale et les regles de generation morphologi- 
que qui seront appliquees. Cette communication de donnees 

ap systeme se fait en quatre temps au moyen d'un langage 
specialise : Declaration des variab3 es ; declaration des 

formats et conditions ; gcriture des dictionnaires ; Ecriture 
de la grmaire de generaltion morphologique . 
Les etats de l'automate d'execution sont les noms des rggles; 
l'etat initial est le nom de la premiere regle dont la con- 
dition est satisfaite par le masque en entree. L'qutomate 

e'arrete pour un masque donne d&s qu'il n'y a plus de regle 
suivante, ou si une regle suivante exigee n'est pas appli- 

cable. Le systhe est suffisarmnent flexible pour laisser 
au linguiste le choix de sa strategie de g6n6ration. De plus  

il est assez puissant pour exprimer des phenbmenes particu- 

liers tels que l1Bllsion, la contraction et la formation de 

mot composes. Enfin le syst-e est conversationn&--implant6 

sou6 CP/67-CMS--ce qui permet de continuels retours dans la 

definition des variables, dictionnaires et regles appliqubes. 
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DETECTION A U T O M A T I Q U E  DES V A R I A T I O N S  URTHOGRAPHIQUES SWR DES 

NOM P R O P R E S - - D E F I N I T I O N  D ' U N  TRANSDWCTEUR MURPhu-PHONETIQUE 

INTERACTIF Y V E S  CHIARAMELLA 

Nous presentons ici un o u t i l  permettant d e  d e f i n i r  d e  maniere 

in terac t ive  tout modkle de  transduction d e s  m o t s  sous f a m e  

de chaines d e  symbole phongtique ( t r a n s d u c t i o n  morpho-phon6- 

t ique) ,  a i n s i  qu'une a p p l i c a t i o n  relative B 1 i n t e r p r e t a t i o n  

phonetique de noms propr es e x t r a i t s  d e  documents anc iens  . 

Ies varia t ions  des c a r a c t 8 r . i ~  t i ques  phonologiqugs ainsi que 

celles, des reg les  p a r t i c u l i e r e s  sont p a r t i c u l i e r  ement i m p o r -  

tantes dans l e s  appl ibat ions d e  D h o g r a p h i e  h i s c o r i q u e .  La  

plupart des i nd iv idus  concern& n ' a y a n t  qu'une connaissance 

orale d e  leur  nom, les or thographes  correspondantes. p r e s e n t -  

ent de nombreuse v a r i a t i o n s .  On p e d b  d e f i n i r  t r o i s  niveaw 

de r a p p r o c h e m e n t  des v a r i a a o n s  orthographlque sur des c r l -  

teres d'drdre purement phongtique, c e c i ,  nous p e r m e t  d e  dCf 1- 

nir sur l'ensemble d e s  noms une p a r t i t i o n  higrarchisee e t  d e  

1 une m e s d r e  de ressemblance  e n t r e  l e s  noms . 

Notre o u t i l  d e  base e s t  l ' ana lyseu r  morpholog~que du systsme 

PI@; qui a pu e t r e  adapt6 au role d e  t r a n s d u c t e u r  phongtique 

tout en conservant ses  p rop r id t  6s fondamentales t e  programme 

PIAFPHO en est un d6riv6 orient6 vers l a  c l a s s i f i c a t i o n  auto-  

matique d e  m o t s  sur  d e s  c r l t s r e s  de p r o x i m i t k  p h o n 6 t i q u e .  

Dans le cas qui n ~ u s  concerne, nous avons dEfini t r o i s  ni- 

veaux de classification h i g r a r c h i s g e  correspondant 2 au t an t  

de modeles d e  t r ansduc t ion  phonet ique.  En£  i n ,  une grande 

souplesse a d t 6  prevue au niveau d u  mode d ' entrEe d e s  d~nn6es 

e t  de sortie d e s  r g s d t a t s ,  entrEes e t  s ~ r t i e s  peuvent e t r e  

effectuees independananent sur  console ou  sur f i c h i e r s  mag&- 

tiques, ce  dernier  mode  permet tant  l e  t r a i t emen t  en rnasse 

des donnees (p lus  de  5 O D D  n o m s  dans notre  a p p l i c a t i o n )  



S E S S I O N  V I  

ON CONTEXT-FREE PARSING 

B . A .  SHEIL 

The importance of context f ree  languages fo r  the descrip- 

t ion of natural language phenomena has long been recognized, 

and automata which accept the context f ree  bnguages form an 

integral  par t  of many natural  language sys terns . However, 

the non context f ree  aspects of language require that  such 

automata be not d i rec t ly  applied to natural language, but 

that  the i r  underlying p r inc ip l e s  be abstracted and incorpo- 

rated i n t o  the designs of more general processors. Thus, i t  

i s  surpris ing that  so l i t t l e  work on abstractions of the 

context f ree  parsing problem has been done by computational 

l inguis ts  This paper reports the resu l t s  of such an inves- 

t igat ion which Are s t r ikingly a t  variance with widely held 

bel iefs  on the subject. 

The major evaluation c r i t e r i a  for  any algorithm are  the 

amounts of time and space it requires for i t s  worst case. 

Thus, the f i r s t  question i s  what aspects of a contekt f ree  

parser allow it to  achieve polynomial, rather than exponen- 

t i a l ,  parsing (the l imiting case achieved by enumerating a l l  
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finite derivations). Although many different properties ( in -  

cluding "parallel" searching, the avaidance of backtracking, 

etc.) have be& proposed, it is shown that one such property, 

use of a well formedlsubstring table both holds for all 

known polynomial parsers, and can be shown to be sufficient 

i n  and of itself to produce polynomial behavior. (A parser 

has the wellformed substring property bff the results of 

analyzing any substring of the input  in t & m s  of some non- 

terminal of the grammar are recorded so that such an analysis 

is performed at most once, irrespective of how many times 

the analysis may be used during the parsing.) The proof 

proceeds by showing that the search space for such a parser 

is polynomially bounded, without reference to the order in 

which it is ~earched. Furthermore, the specific bound placed 

on the search space allows the cubic bound for Chomsky Normal 

Form grammars, and the quadratic bound for linear grammars 

to be shown as corollaries of this result. 

The WFS result is very surprising given the wide range of 

algorithms that have been proposed to achieve this ef fec t .  

It specifically refutes the  widespread conjecture that back- 

tracking parsers are inherently exponential. It i m p l i e s  

that  other aspects of the algorithm may be chosen indepen- 

dently to optimize other aspects of performance, while the 

WFS preserves the polynomial bound. One is tempted by its 
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invariable presence i n  &parsers tha t  achieve t h i s  performance 

t o  conjecture that  it i s  necessary as well as  sufficient, but 

such aonj ectures are very d i f f i c u l t  t o  es tab l i sh .  

Given the polynomial bound, and i n  par t icu la r  the cubic 

bound for. any given c f l ,  the next major issue i s  the  a b i l i t y  

of the algorithm to  achieve t i gh te r  bounds for  r e s t r i c t ed  

classes of the cfgs. Thus, it i s  often asserted that  a major 

advantage of the Earley algorithm i s  tha t  i t s  bounds for  

unambiguous and LR(k) grammars a r e  quadratic and l ineqr  , 

respectively. However, i t  i s  argued tha t  these a re  r e a l l y  

twot qu i te  separate i ssues .  A s  i t  can be decided by*inspec- 

t ion  whether a grammar i s  LR(k) f o r  any given k ,  i t  i s  c lear  

tha t  any syntactic system which desires  l inear  performance on 

t h i s  c lass  i s  able t o  achieve i t  by special  casing. Nor can 

the cost  of t h i s  special  casing be held against t h i s  s t rategy 

as  the  Same amount of inspection i s  required by Earley's  

algorithm to determine the correct  lookahead parameter. On 

the other hand, as  there i s  no procedure fo r  determining 

whether an a rb i t r a ry  cfg i s  ambiguous, i t  i s  highly desirable  

tha t  the same parser used i n  the  general case have quadratic 

behavior on an unambiguous grammar. 

On t h i s  issue,  unlike the previous one, the  bounds cannot 

be established independently of the sequence id whikh the 

algorithm traverses the seareh space. Although it  can be 
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shown that the successful parse must lie in a quadratically 

bounded space, an algorithm that searches top down (i.e. one 

that considers a constituent before establishing the satis- 

fiability of its subconstituents) does not necessarily con- 

fine its attention to this space. However, algorithms which 

form constituents in a bottom up fashion, i.e. those that 

consider a constituent only after establishing the satis fi- 

ability nf its subconstituents, can easily be shown to be so 

confined.. 

The third issue discussed is the preprocessing of the 

grammar required by the parsing algorithm. Once again, al- 

though it has been claimed that avoidance of such preprocess- 

ing is a major advantage of some algorithms (e .g . Earley's) , 

no basis can be found for this. While it is possible to 

construct algorithms which depend on extreme deformation of 

the produCtions of the grammar (e .g . into Greibach Normal 
Form) which make it difficult to reconstruct the constituent 

structure of the original grammar, it simply does not follow 

that all deformations of the grammar produce such problems. 

In particular, parses represented in a Chomsky Normal Form 

(the main target of this critique in Earley's paper) can be 

converted to the constituent structure of the original gram- 

mar in real time, making the representation of the grammar 

used internally by the parser completely transparent. 
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The ideas presented a re  i l l u s t r a t e d  by the construction 

of a new context f r e e  parsermuthe recursive descent parser-  

which i s  a simple top down, depth f i r s t ,  backtracking algo- 

r i t h m  which uses a WS table both  t o  achieve cubic bounded 

parsing and t o  prevent cycles on l e f t  recursive productions 

An extremely simple proof of correctness and confirmation of 

the bounds predicted by the general theorem are  presented. 

Simple extensions t o  the algorithm allow the derivation of 

quadratic boupds f o r  unambiguous grammars, and l inea r  bounds 

for  a c lass  tha t  includes the f i n i t e  s t a t e  and palindrome 

g r m a r s .  (The top down s t ra tegy precludes l inea r  bounds f o r  

the LR(k) grammars bu t ,  a s  outlined above, t h i s  i s  not con- 

sidered a drawback.) Furthermore, the use of depth f i r s t  

search r e s u l t s  i n  very good performance on highly ambiguous 

grammars. Consequently, although the worst cas* i s  s t i l l  

cubic, the  parser r a r e ly  approaches t h i s  bound fo r  inputs 

accepted by the grammar. 

Three major concIusions are  drawn from t h i s  study. First 

i s  the paramount importance of the WFS t ab le  f o r  any algorithm 

dealing with languages with context f r e e  subsets .  The strong 

evidence for i t s  necessi ty and sufficiency for polynomial 

parsing ivdicates t h a t  natural  language systems should s t r i v e  

for  a s t ruc tu re  t ha t  permits e f f i c i e n t  use of t h i s  device. 

Second i s  the irrelevance of many of the issues  t ha t  have 
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been claimed t o  be of major importance i n  this area. Fi'nally, 

based on these conclusions, t h e  recursive descent algorithm 

was developed. Because of its top down approach and its 

close para l l e l  t o  the generat ive  model of context free 

grammar, it i s  ea s i l y  both understood and proven correct. 

Because of' i t s  use of the WFS tab le  and depth firsiz search, 

it is as ef f ic ien t  as any parsing algorithm known. For both 

these reasons it is suggested both as  a pkdagogical t o o l  and 

as a practical context free parser. 
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THE TRAVEL BUDGET MANAGER'S ASSISTANT 

The program is a vehicle for  studying natural  language text  

and speech understanding. Its task i s  to  aid i n  planning 

and allocating money for trips. It needs a diverse array of 

knowledge about acoustic s ignals ,  phonetics, syntax, seman- 

tics, travel budgets, e t c .  For t h i s  system t o  be comprehen- 

s ib l e ,  debuggable, and capable of  improvement, i t  must be  

clean, understaridable and e f f i c i en t  i n  organization. 

Each component can be developed and tested independently, 
yet can in t e rac t  conveniently with the others .  The f l o w  of 

information between components i s  exp l i c i t .  

Four components (Syntax, Semantic In te rpre te r ,  Retrieval ,  and 

Audio-Response Generator), together with the System Control- 

l e r ,  function as a corrlplete text  understanding system. In 

processing spoken input, 'the System ControlLer ac t ivates  the 

real-time interface t o  acquire the qignal, th,en the signal  

processing component t o  compute phrameters, then the Acoustic 

Phonetic Recognition component to  produce a segment l a t t i c e  

fo r  input t o  the Lexical Retrieval component. Control then 

passes tothe Speech Understanding Controller w h i c h  uses the 

Syntactic, Semantic, Lexical Retr ieval ,  and Verification com- 

ponents t o  arrive a t  a mbdel of the-ut terance.  

In  t h i s  paper we consider expl ic i t  representation of i n t e r -  

action and information f l o w  ainong compofients; i so la t ion  of 

factors  which determine how and when interact ions should 

occut; and evaluation of component effectiveness.  
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A MULTIPROCESSING MODEL FOR NATURAL LANGUAGE PROCESSING 

R .  SMITH AND F. R A W S O N  

The system evaluates the meaning of natural-language sentences 
of informal mathematics. In this domain some representational 
problems are less severe than elsewhere, and we assume that 
evaluation of the meaning of an utterance is the determination 
of the logical form in a manner suitable for a proof checking 
syssem applied to comphter-assisted instruction. 

The problem we focus on is how to handle scopes of quantifiers 
and Operators in paraphrases. of mathematical formulas. We 
propose to evaluate sentences by associating a separate pro- 
cess with each node of the surface-level syneax tree. We 

believe that it is sufficient to have a context-free grammar 
for the surface syntax. We give a detailed outline of the 
proposed implementation of a LISP-like language, PLISP, that 
we are designing. The language includes primitives for 
accessing and creating processes; it combines features of 

SAIL and the TENEX timesharing system. 

The paper shows how PLISP functions can be written to handle 
some natural language paraphrases of mathematical formulas, 
including function application, pronouns, and quantifiers. 
The method is not however limited to this domain. 

Few of our insights about scopes and operators are particularly 
new. Our objection to the methods of e . g .  Woods and Winograd 
is that the information about the role that an operator plays 
becomes too globally distributed in the code af &e program 
and is hence difficult to describe an a way that clarifies 

the understanding of natural language processing. Transfor 
mational grammar can be interpreted as directed toward the 
solution of the problem tbat concerns us, hut determination 
of "deep structure" requires more than syntactic information. 
Also, some inverse transformations create evaluation diffi- 
culties that are. resolved by ?LISP. 



A COMPUTERIZED SUPPLEMENT TO THE DICTIONARY OF M I D D L E  DUTCH 

F. DE TOLLENAERE 

It i s  no surprise that the Middle Dutch Dictionary of E. 
Verwijs and J. Verdam (1882-1929) should call for revision. 
In 1965, Dr. J .  J .  Mak accep ted  a corrnnission t o  compose a 

supplement; he re t i red  in 1973; the 19 card  boxes of material 

collected were transferred to t h e  Leiden Insteute for Dutch 
Lexicology . 
The material is being punched on paper tape for transfer to 
disk. It will be alphabetized and printed out on continuous 
for&. several small files are being processed; some large 
ones will be treated later. 

Once the list is complete, it could be transferred to magne- 
tic tape t o  be printed by photocomposition. The printed 
list could then be edited as a separate little volume, or 
added to the concise Middle Dutch Dictionary of Verdam 

Although our Institute will not edit the Supplement Verdam 
and Mak once hoped to produce, the supplement material 
collected by both  Verdam and Mak will at least become access- 
ible. It is beyond doubt that it will only constitute a 
modest makeshift, but one which may be useful for the study 
of Middle Dutch. 
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A METHOD FOR A N O R M A L I Z A T I O N  AND A POSSIBLE ALGORITHMIC 

TREATMENT I F  DEFINITIONS IN THE ITALIAN DICTIONARY 

N. C A L Z O L A R I  AND L. MORETTI* 

Our a f m  is to define, in line with an intensionally oriented 

semantic theory, a  formal representatidn of the noun defini- 

tion set taken from the Dizionario della Lipgua Ltaliane 

(Zingarelli, Bolbgna, 19701, which has abotit 120,000 entries. 

1 The method i s  inductive-tg reach an enucleation of seqan- 

tic markers' and t h e  'relations' between them only on the 

basis of the d'ictionary def in i t ions  of lexical items. The 

dictionary definitiong show a certain trivial regularity; it 

is easy to i s o l a t e  a generic and a specific p a r t .  The high- 

frequency words in definitions, other than syntactic words, 

are mostly nouns; moreover, the  nouns most often quoted as 

semantic markers in the literature on the s 'ubjec t  

h network structure is proposed for representation. The 

generic part of a d e f i n i t i o n  should correspond to a path on 

an oriknted graph, the nodes labeled with 'markers'; the re- 

l a t i o n s  w i l l  be few, mostly functions or relations' These 

'relations' will be the a l g o r i t h m s  o f  the graph i t se l f .  In 

the specific part of a definition, a pointer to a lexical 

entry i s  allowed. 
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PROBLEMES ACTUELS E N k T A t  UN ESSAI DE REPONSE 

CH. BOITET 

Les systewes realises jusqu'ici utilisent une shantique r u d i -  

mentaire et une organisation figtie en une succession de phases 
predefinies. Arneliorer de tels systbmes, c'est introduire 
l'utilisation de methodes heuristiques et adaptatives, per- 
mettre une interaction entre les diffdrents niveaux, et se 
servir d'une semantique plus Blabbrge . 
L'organisation du s y s t h e  GETA est sequentielle: un fragment 
de texte est traite su~cessivement par ses quatre composants, 
puia le systeme passe au fragment suivant. 

En TAUPHA, l'analyseur lnorphologique du GETA est modifie pour 
pernettre la construction d'un graphe de chaines parallelement 
a l'analyse, la correction des formes non reconnues, et l'appel 
suf un certain nombre de formes, ou jusqu a un marquant. 

On definit un fiouveau composant ALGOG. Pour lui, chaque som- 
met de l'arbre des choix est une analyse partielle et cercains 

sommets terminaux sont des analyses completes. Un second 
composant nouveau MNIT pertnet de realiser une interaction 
entreles composants, et d'dchapper a la stricte organisatto$i 
du traitement en phases successives. Ceci est possible parce 
que c'est au niveau de MONIT qu'on definit l'algorithme 
d'analyse syntaxique (comme une heuristique) L'ALGOG est 
capable d'une adaptation qui consiste a munir les arcs de 
poids qui 6voluent au cours du traitement (apprentissage 
"parametrique") 

I1 est porbable qu'une sgmantique "r6f8rentielle1', pennettant - 
des inferences par sirnpleq regles de transformations de 
reseaux, ait une valeur. I1 faudrait savoir aussi manipuler 
efficacement des structiure r6cursives. Cette Qtude reste a 
faire. 
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DESIGN AND IMPLEMENTATION OF AN ENGLISH-FRENCH TRANSFER GRAMMAR 

RICHARD KITTREDGE, LAURENT B D U R B E A U ,  AND P I E R R E  ISABEL 

The TAUM group  has des igned a distinct t r a n s f e r  grammar whlch 
expresses the correspondences between nuclear sentences of two 

langauges and between the  transformations which can be  a p p l i e d  

to construct more complex sentences in each language. Here a 

transformation is a mapping between surface structures which 

preserves a c c e p t a b i l i t y  ordering among the  sentences which 
have t h a t  surface structure. There is often a one-to-~ne 

correspondence between the transformations o f  English and 

French. Nuclear sentences a l s o  show a g r e a t e r  s i m i l y l t y  b e -  

twoeen languages than do romplex sentences 

The overall procedure f o i  translation is as follows. Nuclear 

sentences  are normally t r a n s l a t e d  by finding translations f o r  

the nonder ived  nouns: Then the  p r e d i c a t e  words  a r e  t r a n s l a t e d  

as  a functSon of the noun subcategories. We work up t h e  p a r s e  

tree, r a l c u l a t i n g  t h e  F'rench transformation(s) which should 

correspond to each English transformation or combinati~n of 

them. The transfer is complete when the topmost t ransforma-  

tion of the  Engl ish  structure has been used to c a l c u l a t e  a 

canresponding ~ r e n c h  transformation. 

I n  t h e  c u r r e n t  TAlTM 7 6  system, t r a n s f e r  r u l e s  are s e p a r a t e d  
into distinct m ~ d u l e s  for each transformati~n c lass  where t h e  

correspondence between languages is not 1 1. Comprehensive 

modules  a r e  being tested for passive article, and tense 

t rans£ e r ,  and u p  the list of possible lexical translations of 

an English word for the syntactic c l a s s  which the  a n a l y s i s  

assigns to that word. The proper translation is the first in 

the list which satisfies t h e  conditions on the  structural 

context. In some cases the final c h ~ i c e  is delayed u n t i l  t h e  

f u l l  targst s t ruc tu re  has been calculated. 
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TOWARD A QUANTITATIVE HISTORY OF E N G L I S H  PO-ETRY: 

P R E L I M I N f i R Y  RESULTS 

COLXN MARTINDALE 

This paper desc r ibes  computerized content analytic studies of  

88 English poe t s  born between 1490 and 1950, under taken t o  
t e s t  a theo ry  of l i t e r a r y  h i s t o r y :  The role of poet includes 

a force Leading toward change, the necessity t o  produce origi- 
na l  works. The pressure for .  nove l ty  leads t o  changes in style 
and content that can be p r e d i c t e d  psychologically; t o  be  more 
o r i g i n a l ,  one must r e g r e s s .  Regression i s  limited; a t  S U U I ~  

point, s t y l i s t i c  rules must change. 

D i c t i o n a r i e s  of r e g r e s s i v e  and c o n c r e t e  imagery and of semantic 

d i f f e r e n t i a l  scores  are used, w i t h  statistical a n a l y s i s  programs 

Analyses reveal a number af s t a t i s t i c a l l y  s i g n i f i c a n t  results. 
The indices of primary process  cofltent and of concre tene~ss  

and imagery e x h i b i t  a c l e a r l y  sinusoid-a1 uppard-moving t r e n d ,  

as p r e d i c t e d .  There i s  weaker evidence f o r  i n c ~ e a s e s  i n  in-  
congruity and lexical  d i v e r s i t y .  Data f o r  s t y l i s t i c  change 

per  se are n o t  y e t  a v a i l a b l e .  These pre l iminary  r e s u l t s  are 
seen a s  being supportive of the theory. Plans f o r  further 

a n a l y s i s  of the corpus and f o r  c o l l e c t i o n  of series of non- 

l i t e r a r y  texts for ,control  p u r p o s e s  are descr ibed .  
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ORGANIZATION AND CONTROL OF SYNTACfIC, SEMANTIC, INFERENTIAL 

AND WORLD KNOWLEDGE FOR LANGUAGE UNDERSTANDING 

F a  HAYES-ROTH AND D. J .  MOSTOW 

This paper describes a taxonomy of knowledge types and a re- 
lated scheme for knowledge organization and computational con- 
trol: a uniform fratneworb in which to embed the diverse sorts 
of knowledge and behavior which are apparently essential for 
complex language under standing tasks. Our basic assumptions 
are (1) Each unit of knowledge may contribute information; 
(2) Each unit is probabiliatically errorful and it is unknown 
a priori whether use of knowledge will gen~ate helpful results; 
(3) The number of potential contributions vastly exceeds the 
requisite minimum for understanding. Our method is to identify 

general types of knowledge-based behaviors, to construct sys- 
tems that can recognize data patterns where such behaviors are 
justified, and to control order of computation so that beha- 
viors which appear most helpful are computed first. The four 

types of behavior rules are resognFtion, hypothesization ("pi-e- 

diction") , enumeration ("respelllflW1) and postdiction. 

The four have the same data-driven form (precondition, response) 
The function of knowledge-based inferencing is to generate and 

support hypotheses. These observations suggest a clean and 
simple structure for language understanding systems. Systems 

organized as proposed should exhibit increased- uniformity, 

controllability, extensibility, and transferabi-lity. 
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COMPUTATIONAL EXPLICATION OF INTENSIONALITY 
JANUSZ STANISLAW BIEN 

An* expression is intensional if it can be transformed into a 
nonequivalent expression by replacing one of its members by 
an exptession which is equivalent to that member. In the 
present paper I discuss only one type of intensional express- 
ion; i.e. reported speech, but the treatment can be general- 
ized to other cases of intensianality. 

One trivial and obviously not adequate solution t'o the prob- 
lem of substitution is to disallow substitutjions i n  the indi- 
recc context, e . g .  by treating the feport-ed sentence as a 
name. It is natural to define the extensional equivalence of 
programming language apressions as the equality of the 
values dklivered by evaluation or given expressions; from 
this definition it follows that programming languages are 
intensional. All the variables which can be accessedhby an 
expression together with the values of these variables are 
called the environment of the expression. 

We treat natural language utterance's to be run in our brains. 
The environrnenf contains the data bases representing the 
knowledge and abilities of the person. In every moment of 
discourse we have at least one environment, that of the nar- 
rator; in reported speech we have a choice of at least two, 
s ince  that of the person referred to is available. The pi- 

vot' of the reported sentence is evaluated in the second en- 
vironment, but in almost all cases the definite descriptions 
can be evaluated in either. 

A multiple enviroriment f r a m e w o r k  solves the problem of ra-_ 

ported speech in a strict and intuitive way. The approach 

w i l l  be appl ied  by the present writer to other cases  of 
intensionality. 



SECTION 7 . 2  

SYNONYMIE L E X I C A L E :  UNE TENTATIVE D'ANALYSE 

AMEDEO CAPPELLI 

Ce travail utilise les definitions des entrees du Dictionnaire 

de Maaine de l11talien, soit pour etudier, d'un point de vue 
theorique, la synonymie, soit, plus particulikrement, pour 
syst6matiser ces dgfinitions dans le but d'une organisation 

plus g&n&rale du DM. 

On a dtabli une procedure de generation d'arbres de synonymes 
Les resultats de notre  analyse montrent que les unites que 
nous avons classifi4es comme synonymes ont, entre e l l e s ,  des 
rapportsqui ne sont pas seulement de synonymie mais aussi de 
hyponomie, hyperonymie, etc. Cela nous permet de preciser 
l'inad8quation de la theorie lexicale qui a BtB B la base de 
l16laboration des donnees que nomavons utilisees et nous 

force, &videmm&nt, 2t les systematiser . 
Naus faisozscette systematisation sur la base d'une theorie 

qui decrit le lexique en termes de rapports de synonymie, etc. 
Le moyen par lequel nous vBrifions C ~ S  rapports ast essentiel- 

lement un test de nature syntaxique; en d'autres termes, les 
wit& lexicale sont analysges en les inserant a l'interieur 
de particu1iSres phrases. 

Pour e tabl i r  1 acceptabilitg de ces phrases nous avons pris 

en consideration surtout une analyse bade sur l'intuition. 

D'autre moyens de verification consistent dans la cornparaison 
des unites sur la base de leurs definitions analytiques. On 
utilise aussi d'autres codes, relatifs aux dgfinitions, qui 

sont d e j P  contenus dans le DM. I1 s'agit de codes relatifs 
aux usages, comme, par exemple,-archaique, rare, figure, etc. 



SECTION 7 . 2  75 

MECHANICAL RESOLUTION OF L E X I C A L  AMBIGUITY IN CDHERENT TEXT: 

ALGORITHMS AND EXPERIMENTAL RESULTS 

Y .  CHOUEKA AND F .  DREIZIN 

Experiment shows t h a t  a Hebreh word can have on the average 

about 4-5 d i f f e r e n t  i n t e r p r e t a t i o n s ,  no t  counting sligh' t  se- 
mantical v a r i a n t s ,  f i g u r a t i v e  meanings, etc. The causes are 
lack of vowels i n  writing and addition of @ r e p o s i t t o n a l ,  con- 
junc t iona l ,  and pronominal elements t o  a wordform, hence the 
possibility of different decompositions. The second cause i s  
examined here .  

Our working hypothesis i s  t h a t  i f  i n  a coherent text  seveyal 
words can be analyzed as having the same meaning (stem, o r  
genera l ly ,  d ic t ionary  e n t r y ) ,  then they should be so  ana lyzed .  

AlgoPithms were constructed and appl ied  t o  a f e w  documents 
of the rabbinric medieval "Responsa" l i t e r a t u r e  ; three results 
were immediately apparent .  (1) For word Eorms of cons i s t en t  
equivalence c lasses  the algorithms were almost 100% c o r r e c t .  
(2) Most equivalence classes are cons i s t en t .  Excluding t h e  
"common words" and a f e w  c l i c h e s ,  then wi th  very few excep- 
tions the  equivalence classes that remain are consistent. 

(3) With respec t  t o  the set of roo t s  r a t h e r  than stems that  
can be r ea l i zed  i n  a given word form, the number of exceptions 
i s  p r a c t i c a l l y  reduced t o  zero.  



SECTION 7 . 3  

ANALYSIS OF JAPAJNESE SENTENCES 

BY USING SEMANTIC AND CONTEXTUAL INFORMATION.. 

M. N A G A ~  AND J. TSUJII 

The parser of our question-answering system transforms f a i r l y  

complex Japanese sentences into abstract structures marked 

for case; it uses detailed semantic descriptions in the dic- 

tionary and contextual information extracted from the pre- 

ceding sentences. For the present, we confine it to the do- 

main of elementary chemistry where we can describe the seman- 

tic world in rather concrete terms but where complex events 

occur : disappearance, emergence, and change of proper ties 

do not seem to occur in Wfnogradts block world. 

We classLfy nouns into categories of 'entityt, 'attribute' , 

'value', 'actionl,'prepositional' and 'anaphoric' From 

these categories, 16 semantically acceptable pairs occur. 

When we find a conjunctive postposition, we search out the 

word in the following string with deepest semantic similarity 

to the head preceding the postposition, 

The meanings of analyzed sentences are represented in the 

form of a semantic network (Sirmn~ns et al.). We search it 

to find words for empty case elements. A trap list holds 

pending questions until later sentences can answer them 

The parser is an ATN; semantic and contextual functions are 

programmed in LISP 1.6. Results for sentences from a junior 

high school chemistry textbook range around 90%. 



SECTION 7.3 

CONSTRUCTION D ' U N  DISPOSITIF EXPERIMENTAL 

POUR LA REPRESENTATION ET LE TRAITEMENT DES DONNEES TEXTUE'LLES 
ILLUSTRE SUR UN E!XEMPLE EN HISTOIRE 
EUGENE CHOURAQUI AND JACQUES VIRBEL 

Cette communication s'appuie surd une recherche plus globale 
visant h definir les elhenta d'une methode d'investigation 
pour llan&lyse des donnees textuelles atilishnt les methodes 
et l ee  moyens de l'information. Un examen approfondi de la 
cohduite d'analyse d'objets textuels, tant du point de vue 
des rnethodes relevant des sciences humaines--linguistique, 
histoire, etc.--que de celles relevant de l'informatique, 
nous a conduit Zi situer notre demarche m6thodologique par 
rapport celle des sciences d'observation. 

Dan les temes d'un resume bibliographique habituel, l'exp6- 
rience particuliere qui est prise c o m e  illustration a con- 
siste a verifier si un materiel textuel donne, les inscrip.- 
tions funeraires des v&tgrans de l'armee romaine trouvees en 
Afrique du Nord, pouvait etre date selon des mgthodes de sB- 
riation s'appuyant* sur une description du contenu de ces textes. 

he dispositif experimental visant B verifier cette hypothese 
a 6tcS diScornposB en un certain nombre d'BtAts experimentaux: 
(A) Formulation du problhe historique pose et definition 
d'une methode de r6solution B partir d'un ensemble d'hypotheses. 
(B) D&f inition des co'l lections d 'obj ets textuels correspondant 
B cette demonstration. (C) Dgfinition des corpus de repre- 
sentations abstraites et fomelles des textes. (D) Constitu- 
ti* du domaine de definition du craitement des objets formels. 
(E) Resolution formelle du probleme pose. (F) Tnterpretation 
et validation des resultats formels. (G) R6p&rcussions sur 
18 dispositif experimental et consQquences dans le domaine 
his torique . 



SECTION 7 . 4  78  

A MODEL FOR FUNDAMENTAL FREQUENCY CONTOURS IN ENGLISH 

JONATHAN ALLEN 

In this paper, we integrate taqether a wide range of factors 
which Mtermine English fundmental frequency (3'0) contours 
so as to permit the a1gorlCi.c determination of these con- 
tours from a linguistic description of the utterance. We 
start by regarding w e r y  sentence as having a (possibly de- 
leted) perfamative verb which characterizes the speaker's 
intent and the illocutionary force of the utterance. The 

performative contains within it an S node, which dominates 
the sentential nucleus and operators. 

The.nucleus contains the basic ideational proposition . of the 
sentence and is characterized in the Fo contour by a slowly 
falling curve, modulated by accents on the semantically im- 
prtant content words and segmental effects due to vowel 

tongae height and the voiced-unvoiced nature of consonants 

before syllabics. Indeed, i t  is just t he se  effect which have 
been ndted as the Fo correlates of simple declarative sen- 
tentiaf utterances in English. 

The content of the proposition, however, is but one* of the  
communicative functions of the speech act marked in the Fo 
contour. We present extensive evidence that modalZty items, 
used to represent. the speaker "S attachment to the truth value 

4 

of the prc~asition, are characteristically marked by Fo since 
they fulfill the interpersonal function in the communicative 
act. An extensive corpus, including both sentence and para- 
graph materials, was read by three speakers . This cnrpus 
provided systematic variation of modal auxiliaries, negatives, 

subject quantifiers, and sentential adverbs. These sentences, 

such as "Some of the boys might not hate studied their books", 
show marked Fo protrusions on the modality items, indicating 



that the speaker uses this means to inform the listener(s) 
of his attitude t ~ w a r d  the truth vqlue of the ba.sic underlying 
proposition. Since  these effects are largely Independent of 
the posi t ion of the modality item, they can be predicted  from 
knowledge of the presence alone of these interpersonal markers 

Once the ideational and interpersonal communicative functions 
have been represented in the Fo contour, it $till remains to 
inchud~ textual or discourse effects due to focus-shifting 
transformations and shared knowledge with the 1 i a  tener (s) 
To study these phenomena, another corpus was recorded by 
three speakers. The Eocus-shifting transformations included 
passive, there-insertion, clefting, pseudo-clefting, topica- 
lization, right and left dislocation, ext~aposition, adverb 

preposing , and gapping. Examples include "A carrot was eaten 
by the farmer." and "Never has the farmer eaten carrots. 11 

Once again, we show that each of these transformations is as- 
sociated with a chasacteristic Fo gesture, which is urilized 
by the speaker t o  display to the listener(s) the focus of the 
utterance. Xithin this corpus, the effect of new and old in- 
formation is also studied, including repeated items, pronouns, 
and ellipsis. As expected, it is the new items that form the 
focus and receive Fo accent. 

From these studies, a comprehehsive model fox Fo contours is 
derived, which accounts for a wide variety of speech act phe- 

nomena, as described above. In order t~ derive natural 
sounding speech using synthesis by rule, it i s  f e l t  that all 
of these fadtors must be systematically included, and that 
togethbr they fom a cohesive linguistically m~tivated model 
for Fo contours in English. 



SECTION 7.4 

HIERARCHY OF SIMILARTTIES BETWEEN PHRASE STRUCTURES 
PIERLUIGI DELLA V I G N A  AND CARLO GHEZZI 

It is not decidable whether two grammars are weakly equiva- 
lent, and it is decidable whether two giramars are strongly 
equivalent; but even atrong equivalence is too dependent on 
the grammars (an extra renaming rule in one grammar falsifie 
equivalence) and fails to capture the not ion of similarity 
between different languages to be paired  even in very simple 
translations, 

We propose a Pour-level hierarchy of similarity: (1) struc- 
tural equivalence; (2) identity of languages, "s5milarit~" 
of strllcture (subtrees of fixed m a x i m u m  length instead of 
single ptoductions correspond to the syntax trees); (3) no 
constraints on the sentences generated; only structural simi- 
larity is involved; (4) a permutation can occur in the c o y  

respondence between the subtrees which leave two correspond- 
ing nodes of the syntax trees- 

All four levels are decidable. A decision algorithm is given 
which is almost the same for the four levels, except that the 
constraints to be taken into account at some steps are of dif- 
ferent strength. Moreover, the algorithm gives, as a secon- 
dary result, the possibility of rewriting the two given gram- 
mars, i 'f similar, in such a way that the structural equiva- 

lence implies a 1:l correspondence between the rules of the 
rewritten grammars. 
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