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&re than a decade after the  AUPAC r e p o r t ,  an agency of 

the U . S .  Government cal led  for a review of machine (aided) 

translation: \&at operations are in regular use ,  and with 

what success? \ f i a t  development6 are coming? \ f i a t  research 

has bcen completed i n  the decade ,  is in progress now, should 

be stimulated? The Seminar f e l l  f a r  shor t  of such a vast 

objective. 

But it brought in several kinds o f  persons, whose exper- 

t i s e  o r  established pos i t i on  i n  the  f i e l d  made their opln ions  

important. For c e r t a i n  exposi t ions ,  the  organizers  of the 

Seminar sought the  b e s t  they  could find; f o r  o t h e r s ,  q u a l i t y  

was t o  be determined by hearing the  presenta t ion ,  not  by 

prior judgment. A promise to be i n  another p lace  on the  same 

day prevented a few from joining u s ;  unwillingness t o  speak 

before an open audience stopped one o r  two o t h e r s .  

I n  general, the s p i r i t  that we found in the field was 

excellent. Our colleagues made the  effort t o  prepare  t h e i r  

expositions and bring them t o  Washington; the audience l i s -  

tened a t t e n t i v e l y .  The Seminar w a s  more successful than 

this terse r e p o r t  can show. Successful, that is to say, as 

an act  of communication. Future  publ ica t ion  of longer re- 

ports, as contributors wr i t e  them and the  Editorial Board of 

AJCL accepts them, w i l l  communicate more. Future support of 

research and of MT i n s t a l l a t i o n s  will show whether the Seminar 

succeeded as  an a c t  of  persuasion.  -- David G. Hays 
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XKEYNOTE ADDRESS 

John Yeo, FBIS 

011 behalf of IBI9, I welcome you to t11% two-day seminar on machine 

translation. I would like to point out first of all that there is no politi'cal or 

social significance to the name tags we iure wearing as far as color goes. 

Tl~o most offensive color we picked for the FBIS participants. Most of you 

wearing White lags are representatives of the United Shtcs Govcrnmcl~k and 

other agencies who are interested in the subject of machine translation or who 

have responsibility for translation problems. There are some exceptions, how - 
ever, such as a few people from private industry and a few people from the 

academip community who are not on our speaker list, but nevertheless are 

rnter<sted in the subject, and Whom we are happy to have here today. 

The original concept of this conference was to have a relatively sinall 

round table consisting of myself, a few aides from FBIS, and ~ c v e r a l  people 

from our speaker list. Thanks to Jim Mathias, our conference co0r dinator, 

we have a much more expansive conference. It now itlcludes moat of the institu- 

tions in government who are facing translation problems, and particularly those 

with an interest in discovering what has happened in recent years to move us for- 

ward m the area of machine aids to translation. Obviously because of this n o r e  

expansive participation, we wil l  end up with a thoroagh airing of problems of man 

machine, and translations. 

I should point out that as far as the Foreign Broadcast Information Service 

is concerned, we are rapidly approaching the translation of 100 million words a 



year, that our need at the present t ime is to keep abreast of the latest develop- 

ments which can assist us  because we feel the 100 million mark wil l  be only 

a bcnch hark  and that Llle demand on u s  for translation services will continue to 

grow. A t  the present time, all of our translation i s  done by llumans, solne in- 

house and a good bit of it by independent contractors. We find a good d e d  of 

custol~ler satisfaction with our product despite o ccnsional criticism from the 

academic con~munily on the quality of tmnslntions. Tllere are a mitlimun of 

t~ompldinls; however, we are not complacent because of this, and feel that it 

is necessary to be aware of aids that could be incorpo~latcd to help with problems 

n o t  and as the load grows heavier. 

We hope to reassess the state of the art  during this conference and to  find 

out what there is in it that we ought to be thinking about. We wish to turn  out the 

very best translation at Ule very least cost. Many of the guests from other govern 

igent $gencies face problems similar to ours. They are also beingbesieged for 

lnore and more translation. I recently sat with a governlllent agency dealing with 

a new U. S. Joint Cornin~ission for Foreign Countries whose first act was to talk 

about an excllauge of. information, the result of ~\~\licQ i s  a flow of innumerable 

doouments into IVashington. We undershnd that one agency in Washington has ,six 

file cases filled with foreign documents. They have no capacity to translate them. 

It is this sort  of problem the conference wi l l  point toward and we hope those of yo1 

with translation respoilsibilities will  carry away new ins igllts into the problem anc 

its possible solutions. 

We would ask that any who prepare assessments of this co~iference fo r  

your own agency kindly make a copy of that report available to us. It can be 

sent to me at FBIS, P. 0. BOX 2664, Washington, D* C. 20013. 
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I ~vould p ~ i n t  out that our  conference will  be tape recorded. This is to 

provide a record of the conference. To accommodate the recording, I would 

like to ask that those of you who ask questions please precede t lSm with your 

name. I would also like to point out that 011 your agenda is a note Ulat the 

evening session wi l l  include deinonstrations by comlnercial representatives 

to this  conference. Aay and all of you are invited to come back at seven o'clock 

and stay as late as you care, to watch tile den~onstrations and to talk with the 

commercial representatives. 



FOUNDATIONS OF MACHINE TRANSLATJON 

LINQUISTICS 

Wallace L, Chafe 

There i s  presently a theoreltical opening in linguistics. 

Computers have been unfashionable; t h e  p a r t y  l i n e  has been 

against them, except in phonetics. Linguistics has su f fe red  

a rea l  l ag  in n1anipulat:ing l a rge  amounts of data. 1 , i ngu i s t b  

consider MT an impo~sible dream: The dreamer doos not know 

what kind of thing a language i s .  

Devices for machine-aided translation do not define a 

basic aqea for the linguist; the real interest is in sinulating 

the processes of a human translator. 

Framework for MT: Surface structure (what 2 s  directly 

represented) vs. deep s t r u c t u r e :  a m b i g u i t y ,  id ioms .  Trans-  

lation via conceptual reptesentat ioln ,  which may or may not b e  

the same i n  all languages. Nature of the conceptual rcpre- 

sentation is - the b a s i c  question for many fields. Two views: 

Logica l  n e t ,  easy  t o  compute, a grea t  d i s c o v e r y  i f  correct; 

analogic form, not easy to compute, a mental image. 

At what point does one make the image-language conversion? 

Different p l a n s  i n  d i f f e r e n t  languages: i n  Southeast A s i a ,  

the image is  more s p a t i a l  than temporal .  Japanese does not 

open a discourse with a summary of what is to follow. 

Years of hard work and creat ive insight are needed f o r  PIT. 

Real MT takes such deep knowledge it is utopian. 

Intermediate goals: Stepwise simulation. (Notes by DGH) 
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Chafe was born in Cambridge, Rassachusetts, in 1927. 
lie d i d  his gradua te  Qork a t  Yale, ntajor ing in German. He 
was then employed f o r  four yca r s  by the Dcparbr~lcnt of S t a t e ,  
principally a t  tho  American Embassy in Bern, Gwitzerland. 
In 1954 he r e t u r n e d  to Yale to do gradunte work in linguis- 
tics, and received t h e  Ph.D. in 1958. Iie t;aught for one 
year a t  t h e  University of Duf fa lo ,  an8 was t h e n  employed 
for t h r e e  y e w s  as, a s p e c i a l i s t  in A~nerican Ind ian  1onl1;uages 
in t h e  Bureau of ilmcrican Ethnology of the Smithsonian 
I n s t i t u t i o n .  He joined the f a c u l t y  of the Department of 
L i n g u i s t i c s  at Berkeley in 1362. From 1969 t o  1974 he was 
chairman of that department. 

Chafe s pr inc ipa l  r e sea rch  h a s  been in d ~ e x i c a n  
Indian 1anguall;es and semant ics ,  and most recently in t h e  
cognitive aspects of lanquage use. His p u b l i c a t i o n s  on 
1in t l ;u i s t i c  bheory include v a r i o u s  a r t i c l e s  and t h e  book 
Meaning and t h e  S t r u c t u r e  of L a n ~ u o g e .  He i s  presently 
t h e  d i r e c t o r  of a project sponsored by t h e  R a t i o n a l  
I n s t i t u t e  of Mental Bea l th  to investigate v a r i o u s  processes 
involved in t h e  verbalization of r eca l l ed  esycrience. 
From 1972 to 1974 he d i r ec ted  a p r o j e c t  funded by t h e  U.S. 
A i r  Force dea l ing  w i t h  the semantic prerequisites to 
lhachine t r a n s l a t k o n .  



OPERATICINS 

Martin Kay 

Compare translation with transportation: Hnnnibal  could 

not  have conquered Rome if he had waited f o r  development of 

j e t  aircraft. Do what *you can do ;  MT is t h e  one t h i n g  we 

c n n n o ~  do with present  kno~gledge.  

Consider a s y g t e m ,  one o f  100 t h a t  might bc built. 

have a problem, can do something about it; b u t  choose on ly  

& a t  we know can be done. 

First, a d i s p l a y ,  keyboard,  and po in t e r .  

Next; an e d i t o r  (program) and d i c t i o n a r y  lookup 

Then, morphological a n a l y s i s ,  which is linguistically 

easy. 

A program t o  take  an advance look and o f f e r  a list of 

interesting words t o  the  translator b e f ~ r e  t h e  t ex t  begins  

to f  lot^ would be poss ib le .  

Call the 'translator ' s  attention t:o spcc i f  ic d i f f i c u l t i e s  . 

Avoid cascades of decisions, a l l  fo l lowing  an i n i t i a l  e r r o r .  

System a l l ows  translator t o  develop a history. (This  method 

is d'angerous f o r  pure MT--ultimate e r ro r  is irreversible. ) 

But t h i s  i s  the only  way t o  make t he  posteditor's job easier  

than the t r a n s l a t o r  ' s  . 
Small  tails of a man-machine system determine i t s  

ac tua l  u s a b i l i t y .  (Notes by DGH) 



Erhard 0. ~ i ~ ~ ~ a n n *  

Experimental On-line Computer Aids for the Human Trans l a to r  

Experimental computer aids for the human transl'ator are botng devalopod 

which bas i ca l ly  consist of storagei r e t r i e v a l ,  editing and format t ing  

opera t ions  c a r r i e d  out: on l i n e  w i t h  a computer by an experienced human 

t r a n s l a t o r  during the t i m e  i n  which a translatiwn is produced. Tho system 

is n o t  programmed t o  s imula te  the human t r a n s l a t o r  by producLng automatic 

t r a n s l a t i o n s .  Rather,  tho  user can c a l l  upon the computer's roeourcog ns 

needed in the translation process t o  sho r t en  the delay bctwcan the initia- 

t i o n  of a t r a n e l a t i o n  and product ion of a f i n i s h e d  vers ion.  A combination 

o f  display terminals. computer hardware, and software is used t o  perform 

func t ions  which have h a b i t u a l  human counterparts of a mcclzanical nature, 

e.g., d ic t i ona ry  look-up, d i c t i o n a r y  updating, creating of t ex t - r e l a t ed  

glosdaries,  e d i t i n g  and layout ,  c o l l e c t i o n  of text s t a t i s t i c s ,  c ~ b b i n a t i o n ,  

i n s e r t i o n ,  and deletion of text.  An e s s e n t i a l  aspect of this dystem of 

computer a i d s  is that, while assuming the burden of much of the mechanical 

drudgery associated with production of a t r a n s l a t i o n ,  i t  leaves t o  the 

translator those tasks wl~ose  successful completion is most heavily dcpcn- 

dent  on c h a r a c t e r i s t i c s  t h a t  are uniquely human, i n  p a r t i c u l a r ,  the a b i l i t y  

t o  produce grammatical output  i n  which app rop r i a t e  ta rge t  t r a n s l a t i o n a  

have been selected dn the basis of understanding of t e x t  content  rather 

than through h e u r i s t i c s  or  brute force .  

The system is designed t o  make it maximally s i m p l e  f o r  inexperienced 

computer users such as translators, t e rmino log is t s ,  lexicographers, e d i t o r s ,  

and typists t o  work i n  an on- l ine  environment. The t r a n s l a t i o n  a ids  are 

*IBM Thomas J. Watson Researc!h Cen te r  
Pvrktown ~eights, N. Y, 10598 
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ipplemented as modulea which are compatible ~ $ t h  existing t e x t  processing 

systems. As such they can either be 'integrated into such ayetams or 

isolated and put to other language processing uses with m i n i m a l  modifico- 

tion, 

The goal of the experimental computer-aided translation system is to 

streamline the entire translation production process from the reception of 

a source text  to the p r i n t j n g  of the f in ished version of tho translation, 

thereby s i g n i f i c a n t l y  increasing the productivity of the tmnslator. In 

t h i s  connection, the user can perform tho following tasks  on line: 

1) Enter and/or e d i t  a t e x t ,  e.g., a trans lat ion  or a dictionary. 

2) Look up dictionary entries and browse through dictionaries and 

other reference files. 

3) Update d ic t ionaries  or other t e x t  files. 

4 )  P ~ i n t  t e x t  in formatted or unforinatted layout. 

5) Obtain text-related glossaries in textual word order or alpha- 

betically .sorted. 

6) Obtain statistical information and concordonccs on translatiand 

and/or (machine-readable) source langauge t ex ta .  

7) Delete, merge, and duplicate text files or text portions. 

8) P e r m i t  other users t o  share t e x t s  and dict ionaries  on-line 

and/or off-line. 

9) Obtain instruct ions on how t o  use the  systetn. 

Expected advantages include: 

(a) increased productivity through accelerated dictionary and 

terminology lookup, rapid and convenient revision of 

success ive  translation drafts, and high-speed layout and 

printing of translations; 
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(b) eas i ly  activated production of text-relAted glousarias, 

which can be saved for future work; 

(c) maintenance of aonsis~ency in terminolo~y through 

immediate acceaaibi l i ty  of standardized terminological 

digeste; 

(d) eas%ly activated automatic insertion of previoualy- 

translated tex t  porti~ns and boiler-plate information; 

(o) reduced handling and consumption of paper through 

c1.lphasi.s on the use of visual displays rather  than 

printed output during a l l  but the f i n a l  processing phase. 

Erhard 0. Lippmann reccivcd the B. B. A. dcgrcc from the Free 
University of Berlin, Berlin, Gcrmany, in 1956, and the M. A. degree 
in ccorlomics horn tile Urlivcrsity of Rfichigan, A A ,  in 1958. 

After joining IBM World Trade Corporation in 1959, he was 
engaged in the conversion of tnallual busbless s y s t e m s  to automated 
data pr~cessing operations. At various times during his w o r k  in 
systems engineering, he was responsible for the translation of 
company product literature blto the German language, and for the 
design, programming, and testing of sof tware  for automatic processhg 
of textual inaterial. Currently at IBM Thomas J. Watson Research 
Center, Yorktown Ileights, N. Y., he is col~centrating his efforts on 
the development of terminal-oriented programs specifically for non- 
liumerieal information processing. He has taught information pro- 
cessing at universities in the U. S. and Europe, m o s t  recently as a 
vjsiting professor at the University of Eseter, E~~gund, in 1972/1973. 
Since 1974, he has been serving as Chairman of tlre Committee on 
Corn puter-assisted Translation of the American Translators Association. 



The Projbc t cmphns 1 t a s  tho ref inemt.nt of cv~sputc-r-assis t ed  t r . ~ n s l i ~ t i a n ,  
no opposed t o  f u l l y  iltitomaLic t r ans la t ion ,  i~nrl has dcvizcd fur t h i s  purpare 
tc* t* l~ t r  tclves of  ~ n ~ ~ n - - u ~ , ~ c l ~ i n c  i n f  crnc t i o n  u l \ i c t ~  \it i l i z c  tilo Ilu~nan for those 
, I R ~ C C L S  of t he  t r a 1 1 ~ 1 n ~ i o n  L ~ s k  rcquiritlg hui~lnn intelligence and t!lc conputel; 
for those A s ~ ~ C L S  of t h e  t r n n s l a t i o n  task which can be nanngcd mechanically. 
Junc t ion  G m \ w n , ~ r ,  o t1c.w theory of  language strucfure wl~ich captures l i n g -  
~ i i s c i c  \ ~ n i v ~ r s n l a  h i t h e r t o  u~~known, serves as the bas i s  f o r  the  systcm. 

Phase I gf the dcvclopmcnt (now opera t i'onal) provides conpurer e d i t i n g .  
f iLe n*anngc.ncnt, and dic t iwlnry lookup. Phase I1 o f  the dcvclopncnt provides 
computerized analysis, transfer, 2nd synthesis of scn tcnce  structure ( imple-  
menpition 1978-79). Proto-type systems are dcsigned for t r a p s l a t i o n  frqar 
English t o  Spanish, French, German, and Tortuguese,  b u t  t h e  method is 
equally adaptable to any combination of source and t a r g e t  languages. 

The primary sponsor of DYU ALP is t h e  Church of Jesus C h r i s t  of L a t t ~ r -  
day Saints (llormon), which annually t r . l i ~ s l a t o s  a p p r o s i m ~ t e l y  17,000 pages of 
mntcrial into more than  fifty (50) l a n ~ u , ~ g e s .  It is  plan114 t h a t  dictionary 
lookup and linsuis t i c  processing will i ~ ~ i t i ~ l l y  bc a ~ c ~ i l p l i s h c d  at a l ~ r g e  
central  installation. The output of this proccss i~ lg  w i l l  thcn be iowardcd 
on "floppy" disks to regional  tra-islat ion centers nroiind the world where 
residual mpecta of the  t r a n s l a t i o n  and p r i n t i n g  task w i l l  be accor~plished 
w i t h  t h e  a id  of mini-cyib;i~utcr work s t a t i o n s .  

The Project has a s t a f f  of 1 2  fu l l - t ime and 18 part-t ime researchers. 











IIPH 
Pow w- ---on possible 









Associate Professor of L i n g u i ~ t  ics 

B r i  gham Young Univers i t y Provo 

Eldon Grey Lytle was born June 6,  1936, in Cedar City, Utah. Ile 
rcccived his elcmcr~tary and secondary schooling i n  the public s c l ~ o o l s  
of southern Nevada, graduating from Lincoln C o u ~ ~ t y  High Scl~ool  in 1954 
a s  virlcdictorian of his class, From 1954 t o  1956 Eir. Lytle attended 
Dr-fglrntn Young University a t  Prova, Utah. In 195G he ncccptad a call t o  
serve in Plcxico ae a missionary for  the LDS (Normon) Churct~. Upon re- 
turning from Mexico (1959), Mr. Lytle resumed 11is studics  a t  BYU, spccihliz- 
ing in Spani s l~ .  As a student? he received tuition scl~olarships for acad6mi.c 
exccl,lcnce, In 1961 he graduated with high honors, receiving a B.A. i n  
Spanish and a commission i n  the United States Air Force, Mr. Lytle com- 
pleted requirements for the M.A, i n  Spanish (Russian minor) at  BYU i n  
1962, prior to  his tour of duty with the Air Force (1962-65). 

From 1965 to 1968 he a t t e n d e d  the University of I l l i n o i s  at Urbena- 
Cl~ampaign ae on NDFL Tit le  V I  fellow, and i n  1968 he accepted a p o s i t i o n  
with the Linguistics Department a t  13YU. In 1969 Mr. 1,ytle i s s u c d  Ilia f irst  
monograph on the tllcory of Junction Grnmular and $ni t ia ted  n pro j  act i n  
automatic language processing a t  BYU. In 1 9 7 1  he rcccivcd his P11.D. dcgree 
in Slavic Linguistics from the University of Xl l inois ,  Between 1971 and 
1976 Dr. Lytle initiated a aeries of courses in Junction Granunar at BYU 
and authored instructional materials for them. H e  currently divides  his 
t i m e  bet\,een teaching, research, and the administration of the BYU Automated 
Languaga Procoesing P r o j e c t ,  



Research on machine translation from Chinese to English under the  
rlirectio~l of  William $-Y Wang was carried on at the projcct on 
Linguistic Analysis (University of Cnlifonlia, I3c rkclcy) during the 
period 1967 to 1975. During the cnrly part of the effort, Systcln I \\'as 
dcvcloped which includes: a) CIIIDIC: A Chinese to English machine 
dictionary of about 80,000 entrics (GO percent physics, 30 percent 
Biod emistry, and 10 pcrcent gcnclral), and b) Monolithic grammar of 
about 4, 000 rules (context-3, phrasc- s t r u c  turc rules). In 1973, two 
factors caused redesign of the approach t ~ \~n rc I  the development of 
Systcln II. One, the gram tnar had beconle so culxtbersome and ad hoc 
that i ts  effectiveness as well as fts pebntial for ip~provement  were 
curtailed. Second, the sponsor requested coxlrel;sion of the system from 
CDC t ~ ~ n c h i ~ ~ l c s  to IBM maaines.  In response to  these factors, System 
I1 is designed along the lllles of f t s t r u c t u r e d  program ming r t  (i. e. , it is 
built on self-contained ppograrn modules). It is also designed to pe 
machine- independent, sc that it can be implem ented at different computer 
installations, 

Efforts in research and development have been aimed at a n  operational 
system. We have e?r~~erimrnted w iU1 nutllcrous trial sentences as well  
as several 'liveu texts (from ar t ic les  of 3, 000 characters in k ~ i g t h )  a11d 
have accumulated machine tes t s  of over 560,000 characters. System II 
i s  incomplete, lacking especially the machine-editing of output to 
conform to those morphological features absent in Clli~lese but required 
in English. 

W I L L I A M  S - Y .  WANG 

Professor of Linguistics, University of California, Berkeley 

IJang received his Ph.D in Linguistics at the University of IIicIligan in 
1960, and was appointed Professor of Linguistics at the Universf ty of 
C a l i f o r n i a  (Berkeley) in 1967. Re is interested in the structure and 
function of language, including the processcs whereby one language  
i s  translated into another ,  Some of h i s  work have been on system 
simulation of linguistic processes humans do easily, such as speech 
recognitiorr and machine text  analysis. He is the edi tor  of a bi l ingua l  
journal, Journal of Chinese Linguistics. 



LEIBNITZ--A MULTILINGUAL SYSTEM 

John Chandioux 

L e i b n i t z  i s  a n  i n t e r n a t i o n a l  c o o p e r a t l o o  b e t w e e n  
c o t ~ ~ p u t e r  t v a n s l a  t i o n  c e n t e r s  i n t e r e s t e d  i n  a m u 1  ti1 i n g u a l  
s y s t e m .  S e v e r a l  e v r o p e a n  g r o u p s ,  t h e  T A U M  p r o j e c t  f r o m  t he  
U n i v e r s l  t e  d e  M o n t r e a l  a n d  a B r a z i l  i a n  g r o u p  a r e  presently--war 
k i n g  oo t h i s  p r o j e c t .  Most p a r t s  o f  t h e  system a r e  be ng 
w r i t t e n  in o n e  o f  t h e  t h r e e  l a n g u a g e s  made a v a i l a b l e  b y  t h e  
C E T A  i n  G r e n o b l e .  The f i r s t  o n e  i s  t h e  A T E F  l a n g u a g e ,  a s t r i n g  
t r e e  t r a n s d u c e r  f o r  d l c t f  o n a  y r l  o o k - u p  a n d  l ~ i o r p h o l o g i c a l  a n a l y -  
s i s .  The s e c o n d  o n e  i s  C E T A  and  i s  a t r e e  ~ t i a n i p u l a t i n g  l a n y u a g e  
f o r  b o t h  t r a n s f e r  a n d  g e n e r a t i o n .  The l a s t  one  i s  a t r e e / s t r i n o  
t r a t l s d u c e r  to be  c o m p l e t e d  s o r ~ i e t i ~ i ~ e  in sua\mer o f  76. 

E a c h  g r o u p  i s  e i t h e r  working on t h e  d e s i g n  o f  a n  
a n a l y z e r  o r  g e n e r a t o r  f o r  a s p e c i f i c  l a n g u a g e  or o n  t h e  t r a n s -  
p o r t a b i l i t y  o f  t h e  a v a i l a b l e  f o r n i a l i s m s .  R e s e a r c h  i s  p r e s e n t l y  
u n d e r  way o n  F r e n c h ,  German,  E n g l i s h ,  I t a l i a n ,  P o r t y g e s e  a n d  
R u s s i a n .  E n g l i s h  a n a l y s i s  i s  d o n e  b y  t h e  T A U M  tea111 w h i c h  i s  
p r e s e n t l y  e x p e r l m e l i t i n g  w i t h  a p a r s e r  w r i t t e n  i n  R E Z O  i t s  o w n  
v e r s i o n  o f  M o o d ' s  Augmented  T r a n s i t i o n  Networks. All p a r t i c p a -  
t i n g  groups h a v e  a g r e e d  on a n o r m a l i z e d  t r e e  r e p r e s e n t a t i o n  
f o r  t h e  o u t p u t  o f  a n a l y z e r s  a n d  i n ~ u t  o f  g e n e r a t o r s  i n  o r d e r  
t o  m i n i m i z e  problems i n  t h e  d e s i g n  o f  t r a n s f e r  c o m p o n e n t s .  The 
f i rst  p a r t  o f  t h e  system i s  e x p e c t e d  t o  be o p e r a t i o n a l  w i t h i n  
two  y e a r s .  



CHINESE-ENGLISH TRANSLATION ASSISTANCE GROUP 

J , Mathias 

The U. S. based, intergovernme~~t/academic CETA (Chinese-English 

Translation Assistance) Group is building a machine-readable dictio~lary 

Cilc for use in on-line retrieval and for dcvclopmcl~t of dictioi~arics and 

indexes for use of human translators. The cspcrimcntnl on-line retrieva! 

system can store an unlinlited number of entr ies ,  The current file of 

640,000 machine-readable entries is divided into approsimately 110,000 

gcncral entries; 10, 000 colloquial entries; and 500,000 scientific and 

technical Chi icse- English entries. The exyer imental system designed 

for an IBNI 360 illustrates the facility of computer storage, retrieval, 

and display of Chinese characters and Rotn an alphabet as well as  other 

scr ipts .  It also illustrates the facility of c o t ~ ~ p u t c ~  techniques for 

i~ldclti~lg Chi.11~ sc characters and special adaptability for spntllesizix~g 

Chinese queries to search telecodc- sorted files. 
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M E T E O ,  an o p e r a t i o n a l  system f o r  t h e  t r a n s l a t i o n  
of  p u b T i c  weatheb f o r e c a s t s  

9 

I n t r o d u c t i o n  

The TAUM p r o j e c t ,  from t h e  U n i v e r s i t y  of  Mont rea l ,  has been 
engaged f o r  more t h a n  s i x  y e a r s  i n  t h e  development o f  exper imen ta l  
models f o r  t h e  f u l l y  a u t o m a t i c  t r a n s l a t i o n  of  gene ra l  t e x t s  from 
Eng l i sh  i n t o  French.  The f i r s t  of  t h e s e  modelshas become known a s  
T A U M  71  ( I )  and t h e  l a t e s t  one w i l l  b e  presen ted  a t  t h e  C O L I N G  76  
Congress .  Because o f  t h e  huge m o u n t  o f  d a t a  which needs  t o  b e  

complled i n  order t o  make such a  system,  n o t  t o  mention t h e  i n t r o -  
d u c t i o n  of  a t r u l y  semant ic  component, no  such system w i l l  b e  
a v a i l a b l e  f o r  y e a r s  t o  come. I t  i s  however p o s s i b l e  t o  c o n s i d e r  
i m m e d i a t e  l i m i t e d  a p p l i c a t i o n s  f o r  computer t r a n s l a t i o n .  M E T E O  i s  
an example d e r i v e d  from t h e  TAUM 73 model. T A U M  h a s  a l s o  t r i e d  t o  
demons t ra t e  t h a t  computer t r a n s l a t i o n  cou ld  be s u c c e s s f u l l y  a p p l i e d  
t o  t h e  t r a n s l a t i o n  of  t e c h n i c a l  manuals i n  a two-month exper iment  
w i t h  the  Canadian T r a n s l a t i o n  Bureau and wi l l  c o n c e n t r a t e  i n  t h e  
n e x t  two y e a r s  o n  t h e  des ign  of more a p p r o p r i a t e  p a r s i n g  t e c h n i q u e s  
a n d  procedures  f o r  t h e  t r e a t m e n t  o f  i d i o m a t i c  e x p r e s s i o n s .  

General description 
J 

METEO i s  a f u l l y  a u t o m a t i c  s y s t e m  f o r  t h e  t r a n s l a t i o n  of  p u b l i c  
weather  f o r e c a s t s  from Eng l i sh  i n t o  French c o v e r i n g  t h e  whole o f  

C a n a d a .  I t  has been o p e r a t i n g  on arl exper imen ta l  b a s i s  s i n c e  l a s t 9  
December and due t o  be f u l l y  o p e r a t i o n a l  on t h e  15 th  of  May 1976 .  

P u b l i c  f o r e c a s t s  f o r  Canada a r e  p repa red  i n  s e v e r a l  r e g i o n a l  
c e n t e r s  from d a t a  s e n t  by measuring s t a t i o n s  t h r o u g h o u t  t h e  c o u n t r y  
ana c e n t r a l f 7 e d  on a computer v i a  t h e  C N / C P  communications network.  
F o r e c a s t s  t o  b e  t r a n s l a t e d  a r e  r e t r i e v e d ,  p l a c e d  i n  a s p e c i a l  f i l e  
and processed  one by one by t h e  t r a n s l a t i o n  system, There i s  no 
h u m a n  i n t e r v e n t i o n  p r i o r  t o  t r a n s l a t i o n  o t h e r  t h a n  t h e  a c t u a l  t y p i n g  
o f  t h e  t e x t  by a  communicator a t  t h e  c o r r e s p o n d i n g  r e g i o n a l  o f f i c e .  
The o u t p u t  of t h e  t r a n s l a t i o n  system i s  handled by a s p e c i a l l y  
des igned  e d i t o r  ( G E R A N T )  which d i s p l a y s  r e j e c t e d  s e n t e n c e s  on a 
s c r e e n  t e rmina l  a t  t h e  l o c a l  T r a n s l a t i o n  Bureau. These s e n t e n c e s  a r e  
t a k e n  ca re  o f  by a human t r a n s l a t o r  a n d  a s  soon a s  a communication 
i s  completed i t  i s  r e d i s t r i b u t e d  t o  r a d i o  s t a t i o n s  and newspapers 
u s i n g  t h e  same communications network a s  b e f o r e .  There  i s  no 



revision o f  the sentences accepted and translated by t h e  s y s t e m  

and to o u r  knowledge t h i s  i s  t h e  f b s t  t i m e  t h e  product o f  a 
computer translation s y s t e m  will b e  distributed directly to the 

p u b l i c .  The s e n t e n c e s  rejected by t h e  s y t e m  represent less than 
20Y o f  the total i n p u t ,  t h e  m a i n  c a u s e s  b e l n g :  m l s p e l l c d  words, 
characters blurred in C r a n s m f s s l o n ,  w o r d s  n o t  in dtctionary, poor 
English, syntactic s t ruc tures  unknown to t h e  parser, etc. The 
e s t i m a t e d  load of t h e  s y s t e m  is 30.000 w o r d s  per d a y  a t  t h e  r a t e  

o f  over 1000 w o r d s  per m l n u t e  and  t h e  a l l - i ~ c l u s i v e  c o s t  i s  a b o u t  

one t t i i r d  t h a t  o f  human translation. 

The program -- 
the program is divided i n  two main parts, t h e  translation 

p r o g r a m  and t h e  editing program. T h e  translation program is a 
succession a f  gralilmars o f  revri t i n g  r u l e s  w r i t t e n  i n  Q - S y s t e m  ( 2 )  

Interpreters f o r  this language a r e  a v a i l a b l e  in ALGOL, FORTRAN 
a n d  COMPASS; t h e  F O R T R A N  version w a s  implemented o n  a C D C  7600 
cotnputer because it was judged t o  be t h e  most t r a n s p o r t a b l e  by 

both parties concerned. T h e  editing program w a s  w r i t t e n  in 
F O R T R A N  for t h a t  particular application and  a l s o  performs auto- 

matic preediting a n d  formatting before a n d  a fter translation. 

T h e  linguistic approach 

The grammars a r e  f o u r  i n  number: 

T h e  idiom dictionary 
T h e  main dictionary 

The  parser 
The generator 

The idiom dictionary 

T h e  idiom dictionary c o n t a i n s  a b o u t  300 entries w h i c h  can be 

divided into t h r e e  types: 

a) Several t r u e  idiom-1 5 ke expr-essions such as: 

c l e a r  period + eclaircie 

b) A f e w  s t r i n g s  o f  w o r d s  w h i c h  a r e  not parsed f o r  r e a s o n s  o f  

performance because they a r e  c o m p u l s o r y  e l e m e n t s  o f  all 

communications: 



"forecast i s s u e d  by t h e  atmospheric environment service" 

c )  A m a j o r i t y  o f  place names which need to be translated or 
have an unpredfctable translation: 

take S t  Clalre -+ l ac  S t e  Claire 

The main dictionary 

t h e  m a i n  dictionary contains all the lexical informatlon 
necessary f o r  p a r s i n g  and generation and gives f o r  e a c h  word the 

possible syntactical c a t e g o r i e s ,  for eacb category the possible 
translation or  translations and for each category/translatloh palr 
t h e  corresponding s e m a n t i c  features. Morphological variations o f  

words also appear i n  t h e  dictionary because there i s  only a very 

small number o f  them; i n  some cases the root form has e v e n  been 
o m i t t e d  altogether, the fnfinitlve o f  v e r b s  f o r  example. the 
present dictionary contains about I200 entries in all. 

The parser 

The originality o f  the METE0 system l i e s  mainly in the  parsing 
techniques used. The world o f  weather forecasts i s  not unlike 
Winograd's blocks' world: lexicon, syn tax  and semantics are all 
restricted and make u p  a well-deflned microworld. From t h e  s y n t a c -  

tic point  o f  v i e w ,  sentences are short and structurally simple, no 
r e l a t i v e  clauses or passives f o r  instance. The main problem is the 
d e l i m i t a t i o n  o f  syntagms owing t o  t h e  essentially telegraphic style 
o f  weather forecasts and the abundance o f  conjunctions. I t  was 
e v i d e n t  f r o m  the start that a conventional syntactic parser would 
be o f  little u s e  because  o f  the frequent omissions o f  function 
words and that it w o u l d  be necessary t o  rely on some sort o f  seman- 
t i c  information. The ground work was laid out by. R i c h a r d  Kittredge, 
Director o f  the T A U M  project, in a prel Sminary study and a mu1 t t p l e -  
pass parser relying both on s y n t a c t i c a l  and semantic information 

was designed. 

The aim o f  the parser i s  t o  g i v e  for  each i n p u t  s t r i n g  a single 
descr ipt ion giving the categories and translations rea l i zed  i n  t h a t  

particular string: 



I n  e first p a s s  substrings containing numerais a r e  identified 
a s  dates, hours o r  temperatures. 

I n  a second pass substrings expressing t i m e  or location are 
recognized a s  such. I n  t h e  c a s e  o f  t i m e ,  a distinction between 

d u r a t i v e  a n d  more p u n c t u a l  expressions i s  necessary b e c a u s e  o f  

the associated variations i n  French: 

i n  t h e  niornlng 3 d a n s  la m a t i n e e  

t h i s  taorning -r c e  m a t i n ;  

a 1  s o ,  t h e  d i s t i b u t i o n  o f  d e t e r m i n e r s  i s  o f t e n  necessary when 

there i s  a conjunction: 

this arternoon or evening + 

cet apres-midi o u  c e  soir. 

A s  far a s  1ocatSves a r e  concerned, the niost difficult part is 
the identification o f  words not i n  dictionary a s  place names 

on t h e  basis o f  centext for place names which do not need to  

be translated w e r e  not entered i n  the dictionary because o f  

t h e i r  v e r y  high number. 

In a third.pass the remaining substrings a r e  analyzed. The 
corresponding rules rely heavily on t h e  semantic subcategori- 

zations ihtroduced in the dictionary to chose t h e  proper 
translation for a given word: 

heavy f o g  4 brouil lard g&neral i s 6  

heavy r a i n  + forte pluie 

or to d e t e r m i n e  the scope of c o n j u n c t i o ~ s :  

snowflurries or rainshowers becoming intermittent tonight 

(snowflurries or rainshowers) becoming ... . 
For i n s t a n c e ,  it was necessary to divide weather conditions 

according to w h e t h e r  they were stationary, wind-like or preci- 

pitations in order to parse properly at this stage. 

I n  a fourth pass t h e  sequences o f  conditions, t i m e  references 

and locatives are tested for ambiguity a n d  well-formedness a n d  



each t i m e  a s i n g l e  s t r u c t u r e  can  be b u i l t  for a given i n p u t  

s t r i n g ,  t he  pars lng  i s  r e t a i n e d  and l a t e r  processed by t h e  
g e n e r a t o r ,  

I n  a f i f t h  and f i n a l  pass incomplete pa r s ings  a r e  r e j e c t e d  
a n d  " s t y l l i s t i c "  a d j u s t m e n t s  a r e  made. An i n t e r e s t i n g  example 
o f  t h i s  i s  t he  t rea tment  o f  t h e  word ' 'occas ional"  w h i c h  i s  

entered in t h e  d i c t i o n a r y  as  meanlng "passager" because t h e  
predominant i n t e r p r e t a t i o n  i s  t h e  r e p e t i t i o n  i n  t ime,  y e t  
surely t h i s  i s  not t h e  c a s e  f o r :  

occasional  cloudy per iods  - 
* 

passages nuageux p a s s a g e r s  

where one must assume t h a t  t h e  me teo ro log i s t  m e a n t  r e p e t i t i o n  
i n  space ,  hence: 

passages nuageux i s o l 6 s  

The genera to r  

T h e  t a sk  o f  t he  gene ra to r  i s  t o  decompese t h e  s t r u c t u r e  b u i l t  

by t h e  pa r se r ,  in t roduc ing  a r t F c l e s  where necessa ry ,  t a k i n g  i n t o  

account  t h e  word o rder  of French: 

gusty  weste r ly  winds + 

vents  d ' o u e s t  s o u f f l a n t  en r a f a l e s  

a n d  t a k i n g  ca re  o f  agreement. 

Concl usion 

The METE0 system could not  be used f o r  t h e  t r a n s l a t i o n  o f  t e x t s  

o t h e r  t h a n  meteorology because i t  i s  b a s e d  o n  t h e  semant ics  o f  t h a t  
p a r t i c u l a r  microworld hut  t h e  strategy d e s c r i b e d  here could  c e r t a i n l y  
be adapted t o  l i m i t e d  f i e l d s  where t h e  amount o f  t e x t  t o  be trans- 

l a t e d  l a r g l y  compensates f o r  t h e  c o s t  o f  d e s i g n i n g  a s p e c i f i c  system. 
Nei ther  do we wish t~ claim t h a t  ou r  system i s  foo lproof  a s  demons- 

t r a t e d  by a r e c e n t  o u t p u t :  

apercu pour d e m a i n :  f a i b l  e p o s s i b i l  t e  

b u t  then  aga in ,  the communicator d id  type:  

outlook f o r  tomorrow: 1 i ttl e chance. 



N e v e r t h e l e s s ,  we h a v e  found i t  t o  b e  a m o s t  e n t e r t a i n i n q  p r o j e c t  

a n d  o u r  T A U M  76 model will benefit from I t .  

J o h n  C H A N D I O U X  

Head of  t h e  M E T E 0  team 

T A U M  p r o j e c t  

U n i v e r s i t y  o f  Montreal  

Chondioux received his Licence in English teaching in 1971 and 

in Li~guistics in 1972, when he also received a Hasters in 

English teaching; in 1973, he took a Masters in Linguistics. 

H e  i s  ptesently doing a Ph.D. in applied linguistics. Before 

jo in ing  TAUM he worked in France and Canada, teaching English 

as a second language and teaching contrastive linguistics. 

- 

( I )  A .  Colmeraue r ,  L e s  Systernes-Q, u n i v e r s i t e  de  m o n t r e a l .  

( 2 )  TAUM 7 1 ,  u n i v e r s i t b  d e  Mon t rea l .  



System O r e a n i t a t i o n  



S a m p l e  T r a n s l a t i o n  
-c------ce-------- 

HIGH LEVEL 

WOOD BUFFALO R E G I O N S  

MOSTLY CLEAR AND C O L D  WIT11 PERIODS OF VERY L IGHT SNOW TODAY 

AND \.IT.DNESDAY, HIGHS* NEAR M I N U S  I0 BOTH DAYS , LOWS TONIGHT 

M I N U S  20 TO M I N U S  22, 

HIGH LEVEL 

VIOOD BUFFALO 

AUJOURR H U I  ET MERCREDI GENERALEMENT C L t I Z R  ET FROID 

AVEC TRES FAIBLES CIAUTES DE N E I G E  P A S S A G E R E S .  M A X I b l U M  

POUR LES DEUX J O U R S  ENVIRON M O I N S  t o ,  t I I N I i I U M  CE SOIR 

M O I N S  20 A M O I N S  22, 



S y s t e m  S p e c i f i c a t i o n s  
----------------I---- 

I--du-----L-----lr--d-------------d---------d------------------ 

I I 
I 1 a n e u a e e s  I E n e l i s h  t o  Fench I 
I 
I F i e l d  

I 
I I Me t e o r o l o e ~  

I p u r p o s e  I G e n e r a l  P u b l i c  
i I 
I 

I I I 

i 
I P r e - e d i t  int i  

I P o s t - e d i t i n g  
I 
I I n t e r a c t i v e  e d i t i n g  
I 
I 

I 
I none I 
I 
I none 

I 
I / human t r a n s l a t i o n  o f  r e l e c t e d )  

I s e n t e n c e s  I 
I 
I 

GRAMMARS 
I I W r i t t e n  i n  Q-Systems a h l ~ ! h - ~  / I e v e ,  p r o e r a r n r n l n e  I j n e u a e e  

s ~ e c i f i c a l l ~  desiPned for I I 
1 linguistic a ~ ~ l i c a t l o n s .  
1 I 
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EXCBRPT FROM MR. BEDRICH CI-IALOUPKA PRESENTATION 

ON XONICS NT SYSTEM 

'The systcrq known as the Xonics MT Systcm was developed in the last six 

years from private sources. Tl~ose responsible for its dcvelolxnent a r e  

3r. Giuliono Cnugnoli, Dr. Allen Tucker, and M r .  Bcdrich Chaloupka. 

It is coded c~ntfrcly in the PL1 p rog ra i~ l l~~ ing  language. I t  runs  in a lOOK 

,ncmory rcglun and may be cxecutcd on any U3M 360/370 computer in cithcr 

a DOS or a OS c~~vi~onn~ent. 

The program nlay be csccutcd in thrce dlflcrcnt modes. 

1. The 13otch 1110de for  ~ra~ls la t ion  of large volu~ncs of tcxt. 

2. The sentence-by-scntcilcc Inode for translntio~l of articles, 
abstracts, and titles. 

3 .  The interact ive  mode, w11 ich allows t r ans la t ions  and dictlo~lary 
maintenance to be pe r f~nncd  a t  a telmiilal. IJI t11is mode the 
dictionary update and the translation program may be cxccu ted 
simultaneously. 

Tl~c system c o ~ ~ s i s t  out of nvo progmms. 

1. The dictionary mail~tcno~lcc program. 

2. The imnsla tion program . 
The dictionary mainLcnoncc progroin nllo\vs thc user to cntcr ncw items 

into the dictionary, to dclcte 1 tcin s froin ihc dic tionosy, to change any 

field of itcin s in the dictionary, and to cntcr semniltic units .  

Tllc dictionaries are residing on direct ncccss storage dcvices.  The orgonl- 

zation of t l ~ c  dictionary is indexed. This gives the p o s s i l ~ i l ~ t y  to open the 

dictionary files in either sequential or  indexcd scqucntial mode, acpcnding 

on tl~c mode of translation. 



There are sepnmtc source and targct dictionaries. Presently the sourcc 

dictionary is 160 characters idng. The target dictionary is SO characters 

long. This organizn tlon is underping changes, so that n givcn dictionnry 

may be used interdlnngcably as a sourcc o r  a taqct dictionary. 

The grarnn~nticol information in the t l ict io~~nry i s  very  rudin~cutary . There 

is no special skdll o r  ling~iis~ic training rcquircd to work \\lit11 thc dfctionnrles. 

'fie system is using both stcm and f u l l  form dictionaries. The dictionnly 

contains spproxhatcly 25,000 itcms i n  physics ;1nd chc.mistry. 

'The Translation Propram 

translation program is small, consisting of 

statements. The trnllslatio~l nlgoridlm simulates t l ~ c  mental proccsscs of 

a humnn translator, and is not styled on any specific l~nguistic tkcorics. 

TIE translation program i s  mod~\ ln r ly  clcsigncd . 
In addition to proper recognilion of gri~inmntical propel-tics tlle systein 

eliminates case prcpositions alter co l~u~~cr lo l l s  and punctuation marks,  

properly translates prcpositions and scm~unlic un i t s ,  and rearranges 

participle and nested struc~urcs . 
Thc system was dcsigned for translation fi-0111 Russian to English, but 

other languages w i t h  s i l~~i la r  structures as Russian, such ds C ~ c c h ,  may 

be transIatcd. Eve11 Gcl-n~an sc~~tcnccs  ca 11 l ~ e  handled, 

The system \{?as demonstsated on a tc~m~inol. The dcmonstmtion consisted 

of translation of scntclrccs in Russian, Czcch and Scsbic~n 1ntQ English. 

Tile dictio~lnry update, as \\*ell as selnnntlc u n i t  ~nscrtion and dclclion, was 

dci~~onstrated.  Tile ottachcd i l l u s t r ~ ~ i o n  sho\rs some scli~~ple translations 

that were done by the system. 



Senior  Analys ta 
Xdnics, Inc., McLean, Virgin ia  

Mr. Cllnloupka has worked 0x1 imachine translation projects since 1956. Ile 
first becmne illvalved with rnacl~ine translation at Georgetown University in 
1956 M~herc he worked on tile GAT, SLC and Code Matching Techniques. He 
has doilc studies on major efforts in mqchine translation both in the United 
Stxtcs u d  c ~ r o n d .  Mr. Qlaloupka is the pyinciple researcher in the develop- 
merit of  the rnaclline translation project at Xohics, Inc. 

Mr. Chnloupka taught cowscs in computers and systems analysis. IIe i s  
an accomplished syslcin s analyst and computer programmer. 

hlr. Chaloupka received his 0. S. in Business Administration and M. S. in 
Political Science from the Charles University, Prague, Czechoslovakia. 1-le 
received a B.S. in Languages and an M.S. in Linguistics from Georptown 
University. 

Systems Consultant 
Xonics, Inc., McLean, V i r g i n i a  

Dr. Gnugioli is currently Professor of Corl~putcr Scie~lcc at 
Georgetown University arid Systems ~onsultruit to Xonics, b~c .  
He has over ten years experience in the dcvclopment of com- 
puter translation systems. He is responsible for the design 
and Implementation of the Xonics computer systems for machine 
tr~nslation. 

Dr. Gnupoll has developed and taught courses on the under- 
graduate and graduate level in data structures, PL/l. operating 
systems, file management and infonat ion processing. He is 
an expea in systems programming and computer cornmunice- 
tionrs, 

Dr. Gnugnoli received Ids A. B. in Mathematics from Harvard 
University and Ph. Dm in Matllcmatics from Georgcto~vn Uni- 
versity. He is author of the book "Simulation of Discrete 
Stochastic Systems tr, publidled by Science Research Associ- 
ates. 1972. 



SYSTRAN 

  he following presentation excerpts and paraphrases the 

highlights of the oral presentation given at the PBIS Seminar 

on Machine Translation, Monday, March 8, 1976, a t  Rosslyn, 

Virginia. 

The major claim made for SYSTRAN i s  t h a t  i t  work3 - 
reliably, econonlically, and to t h e  satisfaction of its users. 

It has continued to n a t i s f y  old and now uuuro bocouno i f  

cannot becomo obsolete. It is in no way o black beot. SYSTIIAN 

has a very strong and f l e x i b l e  software framework enabling 

1) immediate glossary expansion; 

2 )  immediate implementation and testing of new or 

additional lexicographic, semantic and syn tac t i c  

rules; and 

3) universality in natura l  language translation. 

The SYSTRAN system is "universal" in that it allows 

incorporation of additional translation capabilities (translation 

between new language pairs )  without requiring modificat Eon of 

the existing software. Moreover, the addition of new translation 

capabilities requires onily the implementation of additional source 

language analysis or target languacre synthesis programs. Every- 

th ing  else - a l l  the parts that make the system work - remains t h e  

same. Thus, f o r  example, since the system was already capable 

of translating from Russian to ~nglish, when the p i l o t  ~hinese 

to ~nglish capability was developed, only the development of a 

s e t  of rules for analyzing Chinese as a source language was 
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necessary. Everything else, from the dictionary lookup and 

update programs to the English s y n t h e s i s  (generation) module, 

remained unchanged. 

The SYSTRAN linguistic maCrb language is a great aid to 

the eff ic ient  development of these source language analysis and 

target language synthesis modules. These macros were developed 

to allow l i n g u i s t s  to program their own r u l e s .  The formulation 

of the macros reflects types of operations (questions or t e s t a ,  

etc.) conceptualized by l i n g u i s t i c  rosearchors a8 opposed to 

straight dpta procaseing-typo progranlnlore. Tho oxintonco o f  

these macros al lows  our linguists Lo nlodify existing programs 

quickly and with minimum effort and, of course, to write and 

cheok out new programs o r  even parsing or synthesis modules 

within ce lat ive ly  short periods of t i m e .  

The SYSTRAN translation system can run on either a 360 or 

a 370 with a minimum of 450K core storage available for appli- 

cation programs and dictionaries. Additional random access 

space ie required for intermediate and sort work files. Input 

Ruseian text is accepted on 9-track tape or rahdom access 

ftom either an ATS print file or MT/ST converted file. An 

alternative i n p u t  file is accepted on punched cards which is 

normally used for system test .  Output E n g l i s h  translation 

can be printed on- l ine ,  via the SYSOUT printer, or offline, 

utilizing magnetic tape. 

The system is programmed in direct  assembler language 

and in SYSTRAN macros. 

The computer processes batches of text at a date of 300,000 

words per CPU (Central Processing Unit) hour during an elapsed 
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time of 3 to 5 hours. Processor time per sentence is 1.2 

seconds: fo r  1,OOd words 18 seconds is average. Since the 

majority of refinements are additions of dictionary items and 

codes, rather than major additions to the programs, t h i s  spacd 

will not lessen. It will incraase, however, as  the next  

generat ion of computers w i l l  f u r t h e r  decrease cycles on t h e  

nanosecond l eve l .  

Whilo SYSTRAN requires no human intervention in pcrCuuming - 
its translation tasks (other than  the i n i t i a l  lnount ing  of a disk 

pack or oystcm tapca) , it ~1101~s n mz-\xjmum cr111ount of Iir ta t-rackion 

with its human components. First of a l l ,  because ita linguists 

are i t s  programmers, they know the  system inside and out. On 

top of t h a t ,  it produces hexadecimal displays with each sentence 

translated a t  t h e  o p t i o n  of the user .  Our l i n g u i s t s  evaluate 

these records of the computer memory t o  i d e n t i f y  t r an s l a t i on  

pt-oblems and t o  identify prec ise ly  what program o r  r o u t i n e  i s  

a t  f a u l t .  Having identified t h e  problem, they then request 

SYSTRAN t o  produce concordance listings of a sufficient rimer 

of sentences c o n t a i n i n g  e s n c t l y  the same problcnrs. A f t e r  t h e  

linguist analyzes  the resultant c o r p u s ,  he designs, programs, 

implements and t e s t s  t h e  necessary modifications. b:odif ica t ions  

to the system do n o t  always require such extensive research. 

Sometimes they are self-evident and require only a change i n  

a single l i n e  of c o d i n g .  The SYSTRAN macro i n s t r u c t i o n s  used 

by the linguist are automatically converted to assembler 

language during processing. 

S i n c e  the Government has s p o n s o r e d  the r e f i n e m e n t  of t h i s  

system, LATSEC, Inc .  feels that any Government agency has the 
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right to have the system i n s t a l l e d  at minimal cost. (Expenses 

incurred when staff  members train the user's staff to run 

the system should be covered.) 

Main*enance costa,  L a . ,  those costs involved in simply 

running the system to achieve raw output, can be direct ly  

calculated by any potential user by j u s t  finding out  the 

per-hour cost  of machine time a t  h i s  i n s t a l l a t i o n .  Any cost  

fo t  improvement after installation depends on the user's 

requirement4 . 
Our averago koypullch or MT/ET i n p u t  rnto iu about 1,500 

words per hour. You can use t h i s  f igure,  along with how xnuch 

your agency pays its keyers, to determine input c o s t s .  O f  course, 

these costs would be v i r t u a l l y  done away with if we could use 

optical character recognition devices. There is no pre-edit ing.  

Post-editing varies according to the user. Costs w i l l  vary 

according to the type of post-editing desired. According to 

fiD representatives, they are increasingly favoring the use 

of either un-edited, - raw output or minimally edited output. 

(A t  a Bidder's Conference last September, Mr. Robert Wallace, 

the FTD SYSTRAN system monitor, said tha t  nearly half of the 

15 million wards of t e x t  translated were distributed without 

post-editing.) NASA r o u t i n e l y  used raw output of translations 

of working papera for the  Apollo-Soyuz project. Yet, even when 

p o s t - e d i t b g  was herformed, NASA found it both cheaper and 

faster €m use machine translation rather than human translation. 

A t  present, the  system t r a n s l a t e s  from Russian to English, 

f r@m English to Russian, from English to French, and it  has 
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lesser abilities in German to E n g l i s h  and Chinese to E n g l i s h .  

Each capability is achieved by source language analysis  and 

target language generation modules which f i t  interchangeably 

in the basic SYSTRAN frame. 

As  a final no te .  SYSTMN works; it has proved i t se l f  

u s e f u l  as an operational system f o r  the past six years. A t  

t h i s  point, w e  are not interested in theoretical models of 

syntax; we - are interested in making SYSTRAN the b e s t  possible 

machine translation system. It incorporates many aspects  of 

modern l i n g u i s t i c  though+.- In doing  so, it hao tralrolormod 

hypotheses about language i n t o  actual  rules  or descriptions 

of the behavior of language. 

- END - 



pres ident  and Chairman of the Board 

La tsec , Inc . 
Ida Jdlla, California 

Dr. Toma s t u d i e d  at the Universities of Budapest, t as el, 
Geceva, and Bonn, ane at the Gracuate I n s t i t u t e  of International 
S t u d i e s  in Ger.cva. Iib holds a Ph.D. in Communications Sciences, 
Slavistics, and Computer Sciences. He first developed machine 
translation algorithxzs in 1956 and joined t h e  Georgetown (GAT) 
project in early 1955. As head of progralxiing, he demonstrated 
that  svst=, - st t h e  Pentagon 6 J u n e  1 9 5 9 .  I t  was t h i s  system 
which was eventually converted for use at Oakridge and Euratom. 
(See The Serna ~ v s c e n ,  Peter Toma, Georgetown press, 1959.) 

As a g u e s t  l ec tu re r ,  Dr. Toma taught about  machine t r ans -  
latioc at the Universities of ~rankfurt, Bonn, and Cologne, 
the Institute of Technology in Dhmstadt, and at the European 
A t o x i c  Energy Comiss ion  (EURATOPI) in 19GO and 1961. 

In crder to achieve,  as early as possible, i r ~ i  operalrional 
system which would prove economical and reliable for the 
G o ~ e r ~ ~ e n t ,  Dr. Tona s p e n t  several years working in a private 
enviromenr.  The results were, first ,  Autotran and then 
Techno t r a n .  

In 1964, while t h e  ALPAC h e a r i n g s  were in progress, Dr. Toma, 
workicc abroa6, had a new systen on the drawing board: a fully 
automazic, univereal  nachine translation system. T h i s  system 
was SYSTRkLV. t'nde contract with the German Science ~ o u n d a t i o n ,  
he inpLemented the s y s t m .  Later, i n  July 1967, ~ i r  Force 
sy;onsorship supported further SYSTRAN dqvelopinent. In 1968, 
LATSEC, I n c .  was forced. LirTSEC, I n c . ' s  s t a f f  expanded 
S Y S T M : ' s  tracslation ca-,abilities to include ~nglish-to- 
Russian,  English-to-Erench, German-to-English, and Chinese-to- 
Erislish. In 1973, the formation of World  rans slat ion Center, 
Inc,. f u r t h e r e d  t h e  development of the ~nglish-tomFrench 
system which has received si~nificant recognition from the 
Canadian ~overnment. It was recently installed for  t h e  
C ~ L  nission of the European Cornunities and will be t h e  f irst  
machine translation system to be used by the Common Parketm 



CULT 

Chinese University Language Translator 

Research into machine translation at the Cllinese University takes a 

different approach than the others in  that the Chinese University of IIong Kong 

places a heavy etnphasis on prc-editing the source text instead of post-editing 

the target text. It i s  the only group taking this approach of computer-pre- 

editor partnership. All the other grodps, who realized the FAIIQT is not 

really attaii~able in the near future, have adopted a tendency to compromise 

in finding some computer-post- editor partnership. 

A fixed set of me-editing rules nlust be formulated to enable inexperienced 

and even mono-lingual people to transform quickly tbe input into machine- 

translatable form. With this ar rangemcnt, post-editing can be kept to a 

minimum, if not all together eliminated. Given time and better programming 

techniques, these pre-editing rules wi l l  gradually be reduced so that the 

computer wi l l  eventually take up this routine work. Pre-editing can therefore 

solve many of the present linguistic problems that are otherwise dependent 

on further research in natural language, computational linguistics, and 

transformation mathetnatics. In the present stage of development, very 

complex sentences can be translated with the aid of pre-editing, * 

CULT (Chinese University Language Translator) was developed based 

on the  urinciple mentioned above and has been rigorously examined and tested. 

Since the beginning of 1975, the CULT-System has been used on regular 

basis to translate two Chinese scientific journals, ACTA Mathematica Sinica 

*An average of 5% of text is pre-edited by computer or editor. 
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and ACTA Physica Sinica, which are published by the Peking Academy o-f 

Science. This accomplishment indicates the correctness of our approach 

an4 the potential capability of CULT. 

THE NEW LANGUAGE - TRANSLATOR -- 

Initially, CULT (Chinese University Language  rans slat or) was 

designed as a special natural l a n p  ge translator with Chinese as the 

source language and Englisl~ as the target language. Of course, a separate 

language translator will be required if English i s  to be used as the source 

language and Chinese as the tar get language. 

The present translator consists of tour modules, namely: 1) Dictionary 

look~up procedures employing Ule largest matching principle, 2) Syntatic 

analyze r, 3) Semantic analyzer, and 4) Output procedures iilcludhg 

re-arrangement of wor d-order fol' the output sentences. 

1, The Dictionary Look-Up Module 

The basic dictionary look-up algorithm employs the 'largest matchTT 

principle, designed lor Chinese input (i, e. , five digits numbers) and can 

readily be used for other non-alphabe tic language input. However, an 

additional procedure for languages with alphabets (f. e. , English, Malay, etc. ) 

may be required to convert the alphabetic characters into numerical form 

by forming a t%ash" before performing the look-up. 





2. Syntactic Analyzer Module 

The main function of the syntactic analyzer i s  to determine precisely 

the role that the individual words play in the sentence (i. e . ,  to which parts 

of speech the words belong, whether noun, verb, etc . ) .  The process is 

acco~nplished by means of a rather sophisticated true-false table. 

While working on the machine trallslntion of Ule Chinese scientific 

journals, a number of interesting linguistic diCficult ics experienced have 

been identified and defined. Previously, such strucluyes would have to 

be pre-edited or post-edited in order to obtain the correct translation, 

but now they can be readily translated without any pre-editing. 

3. Semantic Analyzer Module 

At present, the semantic a~lalyzer is able to offer only lim ited 

facilities, and the problem of semantic ambiguities is esse~ltially 'esolved 

by: 1) a dictionary with specialized subject matter and 2) by pre-editing. 

4. Output Module 

The function of the output module is simply to rearrange word-order 

of the output sentence structure appropriate to the target language. 
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CONCLUSIONS 

The successful transBation of Chinese scielltific iournals, as  well 

as non-scientific articles, by tnem s of CULT has aululy demonstrntud the 

capability and the potential usefulness of the machine translation system 

in overcoming language barriers. 

Though a number of guistic problems are st i l l  to be defined and 

solved, the present machine translation system derelopcd so far, if used 

with care and understanding, may contribute in some small  measure i~ 

easing the desperate translation needs facing u s  today. 

Automatic translation cannot be perfect. Whether it could. even be 

high quality o r  not is dependent on how high the stnlldards are set .  The 

immediate goal is not to design a perfect automatic translation system or 

to achieve high quality machine translation, but to design a machine trans- 

lation system that is better and more  efficient than the ones we have today. 

SHIU-CHANG LOH 

Professor of Computer Science 

Director,  Machine Translation Project 

United College Chinese University 

Shatin, New Terr i tor ies  Hong Kong 



RUSSIAN-ENGLISH SYSTEM 

GEORGETOWN UNIVERSITY 

Michael Zarechnak 

The Gcorl;ctown Univerei ty  Russian-Zn~lish System is running  on IRM 
360/70 .CPU time for ZOO0 words bJ 9 acconds* The t e x t s  translated 
i n c l u d e  o b i e n t i f i c , t c c ~ n o l o ~ a l , a n d  economic mnterinls. 
M.2arcchna.k in c l o s e  cooporation w i t h  t h e  l i n ~ u i s t i c  research otaff. 
The linguistic etatcmcnts are codad in symbolic  l n n ~ u n g e  dcs igned  by 
Dr. A .Brown ( ' SLCv-Programming Language ) . Inpu t/outpu t is in Assembler 
language. 
A dictionary entry containa a s p l i t  or u n s p l i t  Ruosian ntem, grammati- 
ca l  codinc ,  lexical number, and E n g l i ~ h  part.  The clu~tcrcd entries 
arc r c c o ~ n i z c d  through spec ia l  l o c a l  operations when the  calling ~ i g n a l r  
occur within the sentence under processing. 
Syntactic a n a l y s i s  i s  partly based on merphosyntactic markings and 
partly on sc~antic coding. 
Uscrs: h i f i a r i l y  s c i e n t i s t s  at ORNL. U6crs1 comments c s s c h t i a l l y  fnvo- 
rabl t  
The undditcd translation ie used p r i m a r i l y  for in format ian  purposce, 
although i n  a few instances, the t r a n s l a t i o n e  w e r e  post-cditcd when 
t h e  user requested it. 
The quality of  the p r e ~ e n t  translation i s  t h e  G a m e  ac it was in 1964. 
KO linguistic improvements were inserted i n  t h e  system although there  
are  same l i n g u i b t i c  programs ready to be in6ltrtcd. 
The senantic level will be added. Its under ly ing  procedurcd are bnoed 
on the s enant i c  collocational and colligational d i s t r i b u t i o n a l  patterpa 
as observed in the rcal corpora, with such g e n e r a l i z a t i o n  as t h e e  corm 
pora would suggesf. It ie hoped t h a t  a f t er  large corpora will be dcs- 
cribed both s e n a n t i c a l l y  and analytically, then eome theories  might b e  
developed and tes ted  deduct ive ly  f o r  t h e  inproveacnt  o f  the  n e x t  l4T 
c y c l e .  Each sentcncc.5.s scanned from the  left t o  t h e  right, and from 
right t o  l e f t  a t  least forty t l c e s ,  f o l l o w i n g  a path  of certain prio- 
rity-based s t r a t e g i e s .  All the se  scanning6 i n  both  directions are 
grouped into four l e v e l s :  word reco~nition, syntagmatic,syntactic, and 
synthesis of English. Some part6 O F  the synthesis are independent of 
the  Husoian i n p u t .  
S i z e  o f  the dict ionaryr  50,000 otoma. 



Associate Pqofcs.qor of L i n g t r i s t i c s  

St.llool of I~2Pyu;lyrls and Linyuisti cs 

Born Sovcmbcr 18,1920, Cncchoslovakia. 
Education: rhD narvard Univcruity in the field of Slavic Lanpagea 

and Litcraturc. 
Exporicnce re la ted  t o  t h e  ccminar: Tcac!ling Euseian to X n c r i c a ~  

s t u d c n t e  on introductory,inter~zediate,and a d v ~ n c e d  
l c v c l e  o f  proficicncy, 
Doctoral t h e s i s  :"Application of A . A  .:C::oloc'.ovich's theory bf sub- 

c lnescs30 .  Russian Tcnporal Xouns" (1967) 
1956-64: Xhi l e  teaching at GU, participated in t h e  Nachine T r a n s -  

lation Project at GU and had a significant role in t h e  
dcvclopmcnt of ' ~ c n e r a l  Ana lys i s  Techniques (GAT), a system for 
couputer translation from 3ussian to Engl i sh  in v ~ r i o u s  s c i e n t i f i c  
f i c l 0 s .  
1964-66: Conducted research at C o c p u t e r  Concepts,Inc., in Silver 

Springs,!:n.,in t h e  f i e l d  of autonatic a n a l y s i s  of Ruscian, 
English, and German s c ~ a n t i c e ,  and a u t o ~ : i t i c  abstracting and indexing. 
1.966-67: Korkcd as p r o g r ~ n r n i , g  specialist in Oak i i idge  ,Tcnn., at the 

Union Carbide Coaputcr Technology C e n t e r .  Pro~rnrnxed in 
cobol,~l/I on the I B N  7090, and IN1 360 conputers. A l a ,  conducted 
research on Russian t o  E n g l i s h  Fachina Translation GAT-SLC f i e l d  
t e s t e d  a t  Oak B i d g e  jointly by CTC audO2XL. 
19c.7-68: Worked as research assoc iate  a* GU on the GU b;T Project in 

coordination w i t h  thc XT P r o j e c t  of t h e  University of Texas, 
under tlit genera l  d i r e c t i o n  of Prof. kmi. Lch1:ann. 
1968-Present:  Rave taught various computational courses at GU and 

a course on the theory of translation and its a p p l i -  
cation. 'Jorkcd a l s o  as a consultant f d r  Union Carbide a t  Oak Xd,-e ,  
updating the existing KT dictionary arid doing se~antic and syntactic 
research for Xussian-English XT system used at OIUIL by the s c i e n t i s t s .  
Publ ished artlcles in the f ie l t i  of XT. 



REGULAR US1': OF blACl11NE l'lMrSLATION OF RUSSIAX AT 
ON(; RIDGE NATIONAL LABORATORY 

Martha W .  Cerrard 

Oak Ridge Nat iona l  Laboratory* 

Oak Ridge, Tenn. 37830 

Abstract 

User reaction has bccn favol-able t o  routine conlputcr 
t r n n s l n ~ i n n  of Russian scientific a r t i c l e s  a t  Oalc Ridge 
Nn t t o n a l  T,ilboratory. Specd  is thc c l ~ i c f  aclvt~n tage of 
tho rnnchine t rans la t ion ,  illegible copy b c i l r ~  one 01 tho 
~rcotcs t problems, Costs are comparoblc w i ~ h  those of 
human trans la t ion .  Training of kcy punchcrs i s  not  
difficult. The mocl~inc d i c t i o l ~ n l y  i s  updntcd frcqucntly , 
ancl f i c l d s  ot.11~~ than tlre o r i g i n a l  chenlls try of the 
dict ionary ore being included. 

U s ~ r  Reaction 

The OWL program is  aimed at machine t rans la t i on ,  not machine-aldcd t sans la -  

t i o n .  we see no prospects of eliminatiog either pre- or p o s t e d i t l n g  in the  ume-  

diete future. Our ear l ie r  work was usua l ly  post-edited, and we have e l iminated 

some of the necessary pos t -ed i t ing  by judicious prc-edi t ing  . 
1 1  A report, User's  Evaluation of Hnchlnc Trd~rs lat ion ,'I preparcd by 

Bozena Dostert,  was issued i n  August 1973.  Dr. Dostert 's  s t u d y  was based 

on 10 years of use of the Georgetown machine trans1,ltion sysLc~n i l t  o ~ k  

Ridge h ' a t iona l  1,;lboratory and a t  tilc Eurntoln l'\ascarcl~ L'cli~cr in 1 t a l y  . 
The results of the s tudy indicated that  9 2 X  or thc  persons responding to 

I I the  qucs t ions  judgcd machine translat ion r o  b c  guod" or "acceptable, 1 f 

i . e .  , t o  b e  g c ~ l c r a l l y  infortnative and readable. 1,corning to  read 

'\llachincscl' sccnlcd not to  prcsuot ally particulilr P r o b l  CIIIS . N i n c ~ y - s i x  

percent of these uscrs have rccorm~lcndcd or would rccom~ncl~d mnchil~c 

trans la t ion  t o  their colleagues. Eight-seven perccnt cvcn expr.cssed a 

preference for n~achine trans la t ion  over 11umrtn. 

Uy nccoplanco 0 1  1h1S drllclo, Ihc 

j w l ~ l ~ s h u r  or rncllmcni n c k r ~ o w l ~ d g v s .  
1110 U S G o v o r n r n c i i ~ ' ~  r l p l ~ l  to 
rntaln a nonexclurlve, royalty from 
I r c ~ n r e  In and to any copyright 
covcrtng the a r l ~ c l *  

+Operated by Union Carbide Corporation, Nuclear Division, for  the 
Energy Research and Development Adminis tra t i on  



Since this cvoluation was made, ~11c progcatn in use a t  O W L ,  forlncrly 

opcratcd on t h e  ZBM 7090 computer ,  has bocn converted f o r  o p e r a t i o n  on t h e  

360. During t h i s  co i~versCon  our '  rcgular u s e  o f  mnchine t r a n s l a t i o n  was 

suspcndcd, b u t  reccntly we havc s t a r t e d  u s i n g  i t  a g a i n  on a regu la r  b n s i a .  

Again, we are E i l ~ d i n g  a g c ~ ~ c r n l l y  f n v o r a b l c  r c , ~ c t i o n .  Nl11.n the reaction 

is *ut~favorablo, wa usually can c l i c i r  ravornblc col:uncnt a f ~ c r  tvc exp la in  

<he limitations of machine t r a n s l a t i o n .  For example, a user was r a the r  

d i s t u r b e d  because a Russinlr word (I fo rge t  what it i s )  was translated 

11 descendents" i~~secild o f  "progeny. I I I41cn I explained t o  him that ~iecinit~gs 

arc soloctod for the  d i c t i o n a r y  which are most generally a p p l i c a b l e  r a t h e r  

than usi11g m c a n i ~ ~ g s  t h a t  t ~ p p l y  t o  a spac i f i c  f i e l d  and t h a t  we f e l t  tha t  
I I dcsccndunts" would bc m c a n i n ~ f u l  cvcn i f  n o t  specilic lor his f i e l d ,  he  

s e n t  u s  a n a t h c r  a r t i c l c  t o  Lr ,~~\s lntc .  

I lcfore the  c ~ n v c r s i o n  £ r u m  t11c 7090 to ~ h c  360 some 75% of o u r  research 

s c i c n t i s  ts ' n c c d s  f o r  Rus s i an  t r a n s l a t i o n  wcrc tllc t with cotaputer output  . We 

expect t o  bc o p e r a t i n g  at; t h a t  h i g h  lcvcl  again vcxy soon, The 2 5 %  t h a t  we 

do n o t  t r a n s l a t e  on t h e  computer ,  cxcept f o r  requests from a fcw d i c - h d r d s ,  

am a r t i c l e s  t h a t  arc too  bad ly  p r i n t e d  o r  c q p i e d  to be  read i ly  l e g i b l e  

and articles w i t 1 1  9 very h igh  p r o p o r t i o n  of mathcn:atical cc,uations and 

sytnhols. \lie el~courage o u r  users t o  s e n d  u s  t h c  bes t  L ~ v a i l n b l e  copy. Even 

s o ,  ci  icey punchcr may n o t  b e  ab le  t o  d i s t i n g u i s h  among t h e  R u s s i a n  lc t ters  

ti,  1.1, 11, y, and n. A human t r z l ~ s l a t o r ,  b c c m s c  o l  knowlcdgc of the  

language, can usually dec ide ,  a l lybe  w i ~ h  a 11kli1J. l e n s ,  which l e t t e r  is 

prcsc~~t . B u r  t h e  key pullcilcrs :inow no Russ ~ , I I I  and clln only guess. 

Patenthe t i c n l l y ,  I might acnt i o n  t , h ~ t .  not  knowing llussian typograp'hy 

sometimes has its advantages,  A kcy punchcr does not ~ c n d ,  as I do, t o  
11 I 1  type  '"sh1I f o r  I& b u t  uscs t h e  w as rcquircd by our systcm. 

Articlcs with a high propor t ion  of n ~ a t h c m ~ ~ t i c n l  c x p r c s s i p n s  and 

synlbols arc not too well s u i ~ c d  l o r  co111puLer  anal n t i  on bcc,rusc tile m,\~crlnl  

t ha t  canno t  b e  key ptinchcd must be  inscrLcd by hnnct on tllc f i n i s l l c d  copy,, 

a t iee-consuLl~ing procedure. A rcccnt dcvclopmcnt in our p r b g r a ~ n  has, 

however, f a c i l i t o t c d  such insertion. Farlllcrly ~ h c  kcy p u n c h e r  t y p c d  in 

I I the word(s )  long equation1' or "symbol" whenever something  occurred t h a t  

could not  b e  kcy punched. Now, n mcclns i s  yrovidcd for leaving o space so 

that the o m i t t e d  mater ia l  c a n  be written or pasted i n  convcgicntly, With 



t h i s  dcvclop~nel~r we arc lcss reluctant to use the nlacl~ine for trans la t ing  

mathematical orticlcs than wc wore formerly. 

Advontagos of Machine Translation 

Of course, the  greatest advantage of a machine t r a n s l a t i o n  is speed. 

A 10-page article can be translated on the computer i n  hlinutcs. key 

punching requires 3 t o  4 hours,  and pra- and/or post-edit ing maybe h a l f  an 

hour. Thus a requos ter could have t h e  translation back the day a f t er  he 

asks fo r  it, 

Cos tq 

A rcccnt cs timate indicnLcs t l ~ n t  cosLs of lccy punching,  cotnputcr 

opera t ion ,  and tllc small omount of prc- al~d/or  pos t - ed i t ing  that  wc do aro 

comparable w i t h  t l~ose  of human translation. 

Uc do a minimum of pre-editing. I usually go through an a r t i c l e  and 

mark, the f i r s t  time it occurs, letters or words that are not to  b e  

translated. The key puncher then punches s o  that  "Vitamin A" i s  translated 
I I as  such rather than as Vitamin and". Manual post-edit ing cons i s t s  i n  

ind icat ing ,  a t  the f i a s t  appearance, the meaning of a work t h a t  is not  in 

the d ic t ionary .  The time for this i s  really chargeable to research rather 

than to x o u t i ~ ~ c  translat ion because we then  codc such words and ctltcr them 

in the dict ionary.  We have o program for post-editing which can be used 

t o  change the meaning of a word that i s  obviously wrong i n  tllo context;  f o r  

example, we con instruct the machine t o  change the word "f loor"  as a 

translation o f  the Russian "pol" t o  "scx" in a bio log ica l  article. 

T r a i n i n g  01: Key-Punchcrs 

Training oE key punchers is not: d i f f i c u l t ,  cvc11 L l ~ o \ ~ ~ l r ,  n a l u r a l l y  , 
some of the  l e t t e r s  look alike, e .g . ,  b, H, lj, and b. Howcvcr, I hove been 

pleasantly surprised at  how quickly the operators learn to  distinguish these 

letters ,  



We have a program developed b y  Fred Hutton for updating t h e  

d i c t i o n n t y  readily. Formcrly we had to h,wr around 2000 words t o  cntur 
before tho adding  of new words bccLimo cconurnic. Now wc can , ~ d d  a few or 
Large rtumnber wl~c~lcvor wo have a l i s t  codcd,  

The original d i c t i u ~ l o r y  was prie,~ri ly for c : ~ u m i s t r y ,  w i t h  somo 

physics and noclcar  cncrgy terms. We arc expanding the d i c t i o n a r y  virh  
nucloar rnc lgy  terms, o b v i o u s l y  bccausc of our p a r t i c u h r  interest, .and 

o t h e r  cncrey tyrms and arc a d d i n g  biology .wd othcr fields, Wo .3rc working 
on a 1nco11s Tor i ad ic , l t ing  that  a word h.1~ one muaning in the f i u l d  of 

cbomis try and a n o ~ h c r  in bio logy ,  f o r  cx.iaiplo. 

Wc arc able t o  take on J. few cus tnncrs  Ircln o u t s i d e  t h e  L a b o r a t o r y  

if arrangements can be n l ~ d e  f o r  t ransfer  of f u n d s .  IJe a rc  ncv c l l a r ~ i n g  

$3.00 per hvndrcd words f o r  t h i s  service, which is ,.bout what it c o s t s  us. 

We are currently p a y i n g  53.00 per hundred lor h m a n  tr~nsldtion. lie 

request feedback Irom our cusLcncrs o n  rzedning uf werJs or p ~ s s l b l e  

misintcryrctat  idns of g r a t m ~ t i c e l ,  cons t ruc t i on  and arc u s i n g  t h i s  

Ecedbnck t o  improve our sysLcm. 

Pcrsvns i i~ rc rc s t cd  i n  o u r  scrv icos  a l e  i n v i t e d  Lo c , ~ l i  01.1 us I o r  

more i n f  ornintion. 

~ c k n o w l e d ~ x a n  - t 
Oak Ridge N a t i o n a l  Laboratory uses tIi.2 Goorcjotown $IT s y s t c m .  

'ihe s y s t c m  was 

b r o u g h t  to O W L  by Dr. Fronpols  Kcrtcsz an9 its use end f u r t h e r  dcvelo lmcnt  wcrc 

supervlsiad by him u n t i l  his r ecen t  r o t l r o n c n t .  ~ h c  project  is now rnonltored by 

the Office of Language services ,  a d~vision of the ORNL l i b r a r y ,  and we have  bccn 

fortunate zn  having a s  consultants D r s .  Anthcny R r o ~ n  and EIlchacl ~ o r c c h n a k  from 

the o r ~ g l n a l  prolect  and Mr. Frcd Hutton oC the Cc~nput lng Technology C e n t e r  Ln 

Oak ~ i d h  e. The maturlty of the program is inil lsated by its now being superv~scd 

by the l i b r a r y  and used for rou tme translations. 

Office oE Language Serv ices  
Oak Rldge National Laboratory 
P. 0 .  Box X 
Oak Ridge, TN* 37830 



P .  0. BOX X ,  OAK RIDGE, TENN. 37830 

Fred C .  Hutton 

Ten years' experience i n  runnlng the programs on the IBM 7090 i s  
described. The present system, reprogranu~ed for  tile IBM 360, I s  
described and capabil l t l e s  o f  the system are s e t  forth.  An example o f  
the use o f  tile language invented by A. F. R. Brown (SLC for  "Simulated 
Linguistic Computer") used i n  the preparation of the dictionary and 
linguistic routines, will be presented. 

I have worked as  a computer programmer since 1957. Priniary in teres t  has 
been information storage and retrieval.  I have been responsible f o r  
operation o t  thP Georgetown University Russian-to-Engl i sh Machine Trans1 ation 
almost from the day S t  arrived i n  Oak Ridge i n  1964. With consultant 
A. f. R. Brown, programmer o f  the system as used on the IBM 7090, I part'ic- 
ipated i n  tlie reprogramming for the IBM 360. 

'Papers 1 ncl ude : 
Analysis and Automated Handl ing o f  Technical Information a t  the 
Nuclear Safety Information Center. American Documentation 18, 
4 (October 1967). (Joel R. Buchanan, co-author) 

PEEKABIT, Computer Offspring of Punched Card PEEKABOO for  - 

Natural language searching. Communications of  the ACM !I ,  
9 (September 1 968) , 595-598. 
RESPONSA--A Computer Search o f  a Subject Index. Proceedings 
o f  the American Society f o r  Infonna%ion Sclence (Vol . 5, 1968), 
121-124. 



TRANSLATI ON A 1  DS 

FEDERAL REPUBLIC OF GERMANY 

Friedrich Krollmann 

Germanyrs Federal Bureau Computer Translation Aids System. 

contains over 700,000 foreign language (English, French, Russian, 

and Por tugueso)- Germ an entries of a technical and scientific nature. 

These entries can be accessed in a nutnber of diffcroilt ways depending 

on the needs of the user. Thus, the prog~;ramming of the system allows 

for more specialized foreign language- German glossaries and lexical 

concordances, as well as linguistic analysis and frequency counts on 

the technical vocabulary of a given lan page.  



O P T I C A L  CHARACTER RECOGNITION 

BASED ON PHENOMENAL ATTRIBUTES 

Robert J. Shillman 

Research Laboratory of Electronics 
MIT Cambridge ,  Massachusetts 02139 

A theory of character recognition has been proposed and 
a methodology has been devclopcd which i s  expectcd to  y i c l d  
a machine algorithm that w i l l  equal human perforarance in 
the recognition of i so lated ,  unconstra i n e d ,  hnndprintcd chnrncters.  
The methodology Le based on the study of ambiguous characters ,  
characters that can be assigned two l e t t e r  lnhels with cqua 1 
probabil ity,  rathet than on letter ardhetypes. A dcscription 
of  the underlying representation o f  each of the 26 upper case 
l e t t e r s  af the English alphabet was obtained through analys i s  
o f ambiguous characters which were generated for this purpose. 
The descriptions are i n  terms o f  an abstract s e t  of invariants,  
c a l l e d  functional attributes, and the ir  modifi-ers. The 
re la t ionship  be tween the physical at tr ibutes ,  derived from p l ~ y s i c r i l  
measurements upon a character, and the Zunct iona l  a t t r i b u t e s  
i s  given by a set  of rules  called Physical  t o  Functional Rules. 
Three d i f f e r e n t  techniques for d e  t e n n i n i n g  these rules through 
psychophysical experimentation have been tested, and the particular 
rule for the attr ibute  LEG has been determined. The rertraintng 
rules can he obtained in a similar fashion, and the combi~led 
resu l t s  are expected to provide the basis for a machine algorithm. 

We are currently invest igat ing the Phys fcal to Func t i ona 1 Rules 
for the remaining attributes and are a l s o  interested i n  the 
way in which the rules  are go be combined- 

As a staff member of the Research Laooracory of Electronics  

a t  M . I . T . ,  D r .  Shillman has been involved i n  research on 

vtsual physiology and the perceptual processes invdlved in 

vis ion .  H i s  doctoral d i s s e r t a t i o n ,  "Character Recognition 

Bases on PhenomenologiEal At tributes" (M.1 .T. , 19743 , 
propdses a new rnethodol~gy for optical character recqgnition; 

the proposed technique i s  based on the incorporation of 

relevant psychological features into OCR algorithms. 

Dr. Shillman has published numerous papers in the fhe ld  

of automatic chefacter recognitLon and is a member of the  

IEEE, M A S ,  Eta Kappa Nu, Tau Beta Pi, Phi Kappa Phi end 

Sigma Chi. 



MACHINE PROCESSING OF CHINESE CHARACTERS 

W i l l i a m  SLall ings 
Center for Naval Analyses 

Arlington, VA 

Chinese Characters 

Chinese cl~aractcrs, used to  encode, a11 t h e  dialects spoken i n  
China as w e l l  as the  h i s t o r i c a l l y  unrelated Japanese laAguage, present 
a unique machine processing and o p t i c a l  character. recognition (OCR) 

problem. Written Chinese i s  a pictorial arld symbolic system which 
d i f f e r s  markedly from writ ten Western language systems. Chinese 
charac te r s  are no t  a lphabet ic;  they are of uniform dimension, genera l ly  
square, and are composed of s t rokes ,  each one a l i n e  t h a t  can be 

drawn without lifting t h e  pen. I n  these  highly s t ruc tu red  characters ,  
many regularities of s t roke  configurat ion occur. Quite f requent ly ,  
a character is simply a two-dimensional arrangement of two o r  more 
simpler ch ,~rac ters .  Nevertheless, because s t rokes  and c o l l e c t i o n s  of 
strokes axe combined i n  many different ways to produce thousands of 
d i f f e r e n t  character patterns, the system is rich. 

Written Chinese is very difficult t o  learn: t he re  are over 40,000 
charac te r s ,  each corresponding roughly t o  a word i n  Kcstern languages, 
of which an educated person would be expected to know about five t o  t e n  
thousand. The meaning of each charac ter  and its fixed m ~ n o s y l ~ a b i c  
pronunda t ion  must be learned by ro t e .  Usually, these two tasks are 
eased somewhat because one coinponent of a character gives  a c l u e  to i ts 
meaning and the rest gives a clue to its pronunciation. But since there  

is no a lphabet ic  order  t o  Chinese charac ters ,  another d i f f i c u l t y  is 
d i c t i ~ n a r y  lookup; a number of spec i a l  systems have been devised to 
impose an ordering,  none of them terribly convenient. F ina l ly ,  a student 
of Chinese must learn to draw the strokes of each character i n  a 
particular order; a charac ter  may have f r o m  one to t h i r t y  strokes w i t h  
eight to twelve being typical. 



Of direct relevance to the use of OCR for Chinese is the desire of 
the Peoples' Republic of China to simplify th@ written language through 
a series of language reforms. The first is t h a t  the government has 
recommended the general use of only 2000 characters. Publishers, being 
government-controlled, are under instructions to stay within the total  
o f  2000 as Ear as possible. Secondly, the government has simplified a 
large nunber of characters with the result that  the avorage number of 
strokes per character has bcen reduced by about a factor of two to an 
average of about 6 to 8 strokes per character. Thie continuing policy 
of language simplification will case the difficulty of Chinese OCR, 

Data Procecsinq Requirements 

The requirements for machine-processing of Chinese characters, 
whether for machine translation or other applications, are four: 

O input 
9 storage 
Q data processing 
O output 

The requirements in the latter three areas are formidable compared 
to those imposed by the b t i n  and Cyrillic alpnabets, For example, a 
machine trahslation device might be required to p r i n t  out the Chinese 
t e x t  together with its translation. An adequate representation of each 
character would require a 32x32 black/white matrix. Xionce the  storage 
of th'e image alone of each of 5000 to 10,000 characters would require 
1000 bits., Nevertheless, because of the vast  uoprovcments made in 
memory density and processing speed of computers, these requirements no 
longer present a problem. 

The only remaining bottleneck is ihput. Because of the many 
thousands of characters in common use, a ke,yboard for Chinese (for 
typesetking, typewriting, keypunching, on- l ine  computer entry, eta.)  is 
an ungainly affair. One common model has 192 keys with 13 shifts, another 
simply has 2300 keys! Among their disadvantages: 

Slow speed - a rate of 40 characters/rnlnute is typical of 
experienced operators, compared with 70-75 words per 
minute for 'an English-language typist. It should be 
remembered, though, that a Chinese character corresponds 
roughly to a word in English, so the discrepancy is not 
so ~ r e a t ,  



Q High error rate - error rates on Chinese typewriters are 
much higher than Latin le t ter  typewriters - as high as 
several percent. considerim the high informat ion 
content of cach character ,  t h i s  is a serious problem. 

Training requirement - efficient use of a Chinese 

keyboard requires a great deal of t r a i n i n g  and is almost 
unattainable by those who do not know tha language well. 

In recent years, a number of approaches t o  reducing the  keyboard 
complexity, a l l  of  which exploit some s t r u c t u r a l  characteristic or the 
stroke order of Chinese characters, have bean t aken  [1] . It is' safe to  
say t ha t  none of these devices has produced an improvement in any of 
the problem areas l i s t e d  above. 

OCR for Chinese 

The only alternative to keyboard entry of Chinese charaqters is 
OCR. While there is much optimism about developing satisfactory OCR 
devices for La t in  or Cyrillic le t te rs ,  the  prospect for  Chinese OCR is 
dim. Three problems arise: 

Size - to be dscful,  a Chinese OCR device would need to 
be able to recognize 5000-10,000 characters. This is 
two orders o f  magnitude greater than the n u h e r  of images - 
a Latin OCR device would have to handle. 

O Complexity - a Chinese character may have as many as 27 
stro8es. There is so much detaif that it is difficult to 
develop a se t  of features for distinguishing among 
characters. 

8 Density - compounding the complexity problem is the densrcy 
of printed Chinese characters. On a given documeht, all 
characters will occupy the sank amount of space, from the 
simplest to the most complex. The result is that the  
space occueied by a character is, on average, 50% black. 
This causes the smudging and cverLap of features and 
strokes, even for  the highest-quality printing. 



N o t  much progress has been made in solving these problems, although 

a number of attempts have been made [2 ] .  The most promising attempt 
currently underway is at ~ i t a c h i  Ltd. in Tokyo. A group there has 
reported an error rate of one in a thousand w i t h  a reject rate of one 
i n  a million for a set of 1000 charaoters under rather ideal experimental 
conditions. It remains to be seen if they can go further w i t h  their 
crpproach. 

Incurring the usual r i s k s  associated with such predictions, one 
might s e t  t h e  following as reasonable goaLs for a Chinese 0C.R device 
given a vigorous short-range development project: 

0 error rate: 1.5% 
rejection rate: 0.5% 

0 cost: 5 t i m e s  the cost of a pxactical Latin OCR device,  
whatever that might be. 

That these goals can be attained is questionable. If they can, then 
the choice between OCR and keyboard input of Chinese w i l l  be based on a 
tradeoff between cost, speed, and accuracy. 
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Roger C. Schank 

Research at Yale centers  around the building of computer programs t h a t  w i l l  
understand a t o r i e s .  Two program are current ly  bein8 developed, SAM and PAM. 

SAM is composed o f  the following 
1) on analyzer that  maps English i n t o  a deep conceptual representation. 
2) a acript applier that uses its knowledge of contexts t o  supply missing or  

o r  implici t  inferences about a s i tua t ion .  
3) a malnory that f inds  rolerencee f o r  things t ha t  i t  knows about i n  a text  so 

as t o  bring i ts  knowledge t o  bear oh the tex t .  
4) a generator that rends information provided t o  i t  by (1). (2) ,  and (3) and 

states t ha t  information i n  English, Chinese, Russian, Dutch o r  Spanish. 
5) a question answerer t ha t  i n t e r ac t s  with the s c r i p t  appl ier  t o  answer questitma 

about an input text.  

SAM is capable of mechanical t r ans la t ion ,  automatic summary and paraphrase 
and question-answering about texts i n  domains t h a t  i t  has knowledge about. 

PAM is l ike  SAII except t h a t  it does no t  have a a c r i p t  a p p l i e r  b u t  ins tead 
hae a more general mechanism tha t  t o  i n f e r  the goals and in ten t ions  
of the a c t o r s  i n  the  s t o r i e s  i t  hears. 

Both of these programs are beginning approaches t o  the problem of 
computer under8 tanding, 
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Yale  University New Haven, Connecticut-- 0651 1 
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human planing  t o  a id  in the building of a computer understanding program. 
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SEMANTICS AND WORLD KNOWLEDGE IN M f 

Yorick Wilks 

I presented very simple and straightforward paragraphs 

from recent newspapers to show that even t he  most congenial 

real texts require, for their translation, sume notions of 

Inference, knowledge, and what 1 call "preferen- rules", 

over and above those found in standard approaches t o  the 

probleq  of MT. 

I argued that the MT problem has not been.solved in any 

sense even though there have been r ea l  improvements in t h e  

performance of large commercial systems, ye t ,  contrary to 

some impzessions given at the seminar, we are by nb means 

exactly where we were twenty years ago and about t o  go through 

the same agonizing cycle of optimism and disillusion again. 

That is because the lesson of the 'first MT cycle '  has been 

appreciated within Artificial Intelligence (AI), o r  a t  l e a s t  

some parts of it, and s o l i d  attempts hhve been made t o  pro- 

duce small-scale intelligent systems d i r e c t e d  towards t a c k l i n g  

the great problems thrown up, but not solved,  by MT tesearch: 

ambiguity, of wotd sense, case s t r u c t u r e  and pronoun reference. 

I then presented a sketch of a small research English- 

French PIT system t h a t  takes in paragraphs on-line and trans- 

lates tbem via an interlingua o f  deep meaning structures and 

inference rules. This system was described in the course of 

a recent survey (AJCL Microfiche 4 0 ,  1976). 
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I argued f i n a l l y  that systems of t h i s  s o r t  can play  an 

impor tant  r o l e  in advancing MT, by occupying a space, as it 

were, between threq  better-known positions: (i) that we can 

j u s t  go on as  before with "brute force" systems (ii) t h a t  we 

can only g e t  advance by devoting ourselves here and now to 

purely theoretical A 1  systems tha t  "represent a l l  knowledge" 

and (iii) t h a t  we should make do with techniques t h a t  are 

simple but f u l l y  understood, such as on-line editors. 



Senior V i s i t i n g  Fellow 

Department of A r t i f l c i a l  Intelligence 

tlniversi t y  o f  Edinburgh Scot land 

My doctoral wsrk was done at Cambridge, after which I worlted with 

a small group who was attempting to apply semantic methods to the pro- 

cessi~lg of natural language with the aim of Machine Translation. In 1967 

at SDC (Sta, Monica, Calif. ) I constructed a systcln in LISP that input 

paragraphs of text, converted them to deep semantic structures, fr oln 

which tlie resolved ambiguities of the word sense were then read off 

(i. e .  , output was still in ~ngl i sh) .  Later, while at Stanford University 

(artificial intelligence lab. ) I constructed an on-line system that would 

input paragraphs of English and produce French translalion, via a repre- 

se.liation in a semantic interlineua that could be suitably massaged with 

inference rules representing vvrcal world lulowlcdge. On leaving Stanford 

'in 1974, I wm t for a year to  the Institute for Semantic and Cognitive 

Studieq in Switzerland and then to the University of Edinburgh, where I 

have worked on theoretical defects in that Stanford model and ways of 

overcoming them in a later implementation. 



FORMAL REPRESENTATION 

Robert F. Sinunons 

A developmental program is proposed to croate a socially useful 

system that wi l l  integrate several existing natural language processi~~g 

procedures into a robust, transportable, Gcnoral Text Understnndft~g 

Systcn~ for cvcl~tual use in applied il~ltormntion c o n k  rs. The p r  opusnl 

is comprised of seven tasks: 1. Continued devo log~l~c~l t  of qunntiticd 

case predicate forms of conceptual memory structure. 2. Integration 

of question answering and problem solving procedures. 3. Devclopme~lt 

of a human-aided, multi-pass, text- to- memory  compiler. 4, Generation 

of natural language outputs for summaries, abstracts, expnnsiuns, 

translations, etc. 5. Generation of spe cia1 purpose text teaching 

mates ials. 6. Implementation of natural language dinlo y e  capabilities. 

7. Development of a textword manage tnent sy s t em for linguistic 

analysis, retrieval and lexicon development. 

The work w i l l  be accomplished on a DEClO to enhance the trans- 

portability and corn munication of docum entation for the resulting system. 
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Summary of FBIS Seminar on Machine-Aided Trans la t ion  

S. Re P e t r i c k  
IBM Tw J w  Watson Research Center 
Yorktown Heights, N. Y. 10598 

I n  the f i r s t  paper delivered a t  this conference Wallace Chafe p r a ~ e n t a d  

the following model of t r ans la t ion :  a source language sentence is first 

parsed t o  produce a su r face  s t r u c t u r e .  This is converted by some process of 

coinprehension to a deeper, conceptual s t r u c t u r e  that reflects t h e  meaning of 

the  sentence i n  a more direct  way. This conceptual s t r u c t u r e  m y  or  may not  

be a language-Independent universal structure, I n  those models whora i t  i s  

not universal  but ins tead  is tailorad t o  t h e  source language, i t  must be coa- 

verted t o  a corresponding conceptual s t r u c t u r e  t h a t  is  s imi la r ly  s p e c i f i c  t o  

the t a r g e t  language. In  any case, conceptual s t r u c t u r e s  must be mapped by a 

vcrbhl iza t ion  process into corresponding t a r g e t  language su r face  s t r u c t u r e s  

whose debracketizat ions yield t h e  requi red  t a r g e t  sentence output. 

Other speakers suggested extensions t o  t h i s  model, f o r  example, t o  pro- 

vide f o r  context beyond i s o l a t e d  sentences ,  Basically, however, Chafe's model 

provides a good b a s i s  f o r  d iscuss ing  the t r a n s l a t i o n  e f f o r t s  which were 

described by the other speakers a t  this conference. For example, one way i n  

which d i f f e r e n t  systems roughly based on Chafe's model can vary is i n  the r e l a -  

t i v e  depth of t h e i r  conceptual s t r u c t u r e s .  Actual systems t h a t  were discussed 

var ied  i n  this respect  a l l  the  way from rather a b s t r a c t  s t r u c t u r e s  that d i r e c t l y  

represented meaning t o  shallow s t r u c t u r e s  whose r e l a t i o n s h i p  t o  corresponding 

sentence meanings w a s ,  at  b e s t ,  tenuous. A l l  of ohe c o m e r c i a l l y  intended 

systems which were described appeared tp r e l y  upon such shallow s t r u c t u r e s ,  i n  

some cases on surface s t r u c t u r e  i t s e l f .  I n  most cases  t h i s  was e x p l i c i t l y  

s t a t e d  by speakers a t  this conference, and i n  o ther  cases i t  could be i n f e r r e d  

from ou t r igh t  e r r o r s  i n  exhib i ted  sanple  output where intended neaning was not  

c o r r e c t l y  determined. All of these  MT systems, however, exhibited what d g h t  be 
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called extensive coverage of the sburca language, e . ,  outppt was produced 

for every source language sentence (undoubtedly also for ungrammaEicaZ source 

language ut t e rmee )  . 
In contrast t o  the commercially intended MT spsttlms stahd the Artificial 

Ineelligence systems for natural language understanding, which i n  most cases 

have yet t o  be appl ied  to  MT. Their advocates point out the necessity f o r  

deeper conceptual structures as  well as shpplementary iniortI\ation and inference 

in order to adequately translate certain sentences. They pay a pricc,  howover, 

for their insistence on more adequate conceptual structures, because those 

structures are not eas i ly  obtained for unrestricted t e x t  input. It is equallly 

true o f  the A1 and Computational Linguistics bsystems, whether based m formal 

grammars or procedurally defined, that the coveraEe of the saource language 

prwided is currently very sparse. Due t o  the fact that most source language 

sentences are not processed by these systems, they are unsuitable for unrestricted 

text  and have been applied only to question answering systems and $0 restricted 

toy-world domains. The amount of e f fot t  required t o  extend the coverage o f ,  

say English, to  a state useful for MT while maintaining the adequacy o f  assigi~ad 

conceptual structures might be variously es tinatcd by different autlloritics , 

but it is my opinion that i t  is very large i n d e e d ,  large enough t o  make such 

applications as question answering systens niore at tractive candidates for con- 

sideration in the next few years. 

Anothet point to  note i n  conjunction with a l l  of the systems d i s c u s s e d  at  

this conference is  that their treatment of the process Chafe referred t o  as 

verbalization is  rather primitive. Thus i n  sp i te  of the fact that this  aspect 

of a computational l inguis t i c  system i s  often referred t o  as uninteresting or 

trivial compared t o  the task of understanding an input utterance, and i n  spite 

o f  the fact that m y  normally difficult facets of verbalization do not present 
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a problem in  MT, the cursent output of languag,e processing sys terns is very 

unnatural and rough. This is true of A1 systems as well as operational MT 

sys terns, 

If, in  fact, we examine the specific real i sat ions  of the componunts in 

Chafe's model whidh were reported t o  be included in the >E systems described 

at  th i s  conference, we  find very few cllangas over the situation that prevailed 

ten years ago. The comprehension coriponent is realized by such means as a 

context frqe grammar, a Q-System, or an analysis-based ad hoc procedural 

specification. D i E f  i c u l t i a s  ~ n d  shortcomings related to conccp tu31 structures 

have already been noted. These h ~ v e  changed very little over the past Bew 

years. Similarly, we have already commented on that portion of the target 

language oudput inadequacy which is attributable t o  shortcomings in  the treat- 

ment of verbalization. In summary then, cur ren t ly  operational o r  projected 

systems are only marginally different in their mderlying organization and 

design than their predecessors. 

If, then, there i s  l i t t l e  that i s  novel about the underlying niodels of 

current and projected MT systems, it is natua l  t o  ask how many hardware and 

software improvements have been made. Several claims were xade about improve- 

ments i n  procedural programing languages. Although I am fu l ly  aware of the 

benefits which follow from the use of a well suited programming language, I 

don't think the improvements which are claimed are very significant. For one 

thing, many language processing tasks are still very difficult to  program 

using the best prdgramming languages. And for another, convenient programing 

is no substitute f u r  the absence of sat isfactory models and algorithms, 

Recent advances in editors and time sharing systems might, however, be signifi- 

cant factors in  making the development o f  machine-aided human translation more 

attract ive .  
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Hardware developments of the past decade include time sharing hardware, 

automatic photocomposition devices, larger primary and secondary storage, 

faster processing speeds, and lower costs. Optica l  character recognition 

was reported not t o  have advanced significantly i n  the past few years. There 

is s t i l l  a limitation t o  a fixed set of fonts ,  and the odly Parge scalo a p p l i -  

cations a t  this point involve fonts carefully designed f o r  OCR. 

We have seen incroases i n  computational power per u n i t  cost  and can ex- 

pect to  see mote such increases. The question which arises,  l~bwavor, i s  what 

their effect is likely t o  be on MT. The key issue is how much of tho tota l  

effort can b e  handled by a coaputer and how much must sti l l  be dono by human 

labor. Text input, pre-editing, and pos tediting can take as much human time 

and e f fort  as complete human translation. 

O f  critical importance is the evaluation of current systems to de- 

termine the quality of their unedited output, the uses for which such output 

is acceptable, and the amount of postediting that is required to  neet well  

defined higher standards. No clear resu l t s  of this type were pxovided at  

the conference and careful study is  necessary to resolve certain seemingly 

contradictory claims. Thus, there were reports o f  translation output which 

was not postedited, other output which was only lightly posteditqd, and s t i l l  

other output that was extensively pos tedited.  The implication was given 

that no =ore editing was required than was given, and, although there is a 

sense i n  which that claim i s  undoubtedly true, i t  fa i l s  to  take into considera- 

t ion the quality of the output, the purpose for which the translation was 

requested, and the degree sf requestor sat is fact ion.  Although I d i d  not 

systematically examine large quantities of source language input and corres- 

ponding unedited target language output, the examples which I d i d  exmine 



suggested a rather low l e v e l  of performance w i t h  respect t o  both f i d e l i t y  

of  meaning output and t o  smoothness and naturalness of the output. The 

overall  quality of output  produced s t r i k e s  me as comparable t o  that of ton 

years ago, and a colleague of mine with more experience in Xr than IGY o m  

assessed the output  I shawed l l i m  as more ambitious i n  its attempt t o  n c l ~ i ~ v e  

n a t u r a l  output than past systems but  probably not  any nore sucmss fu l .  

Attempts t o  produce natura l  t a rge t  liinguogcr word ordcr  and correct i n s e r t i o n  

of a r t i c l e s  kalpad i n  sope cases but just as often made t;ha t r a n s l a t i u n  worse. 

Clearly, i t  is no simple task t o  eva lua te  the  quality of output schiov.ible 

through the use of a p a r t i c u l a r  >iT sys turn, t o  dctgriaine tile axount: of post- 

edi t ing necessary t o  b r i o g  i t  up t o  required s tandards  of quality, and t o  

es t imate  the l i k e l y  cos t  of achieving that qua l i ty .  Each prospective user 

of an XT system must c a r e f u l l y  do t h i s ,  but from what was presented a t  t h i s  

conference I would not expect any current Xi' systems t o  compete ccor,on;ically 

with human t r a n s l a t i o n  except i n  those  few cases where requirenents  for 

quality and accuracy are so low that unedited o r  very l i g h t l y  ed i t ed  output 

suffices. 

I n  addi t ion  t o  postedited ?IT, t h i s  conference also discussed the use of 

hardware and software aids t o  hman translation. There seemed t o  be a con- 

sensus t h a t  well-engineered sys tens  csn b e  produced now, that their use looks 

promising, and t h a t  they probably are l imi ted  to  increasing the  p roduc t iv i ty  

of human translators by a factor of 2-1 o r  3-1. Opinion wad div ided  as t o  

whether they might evolve ifit 5 humn-aided sys teems. It d i d  apaear clear 

&at! ex i s t i ng  systems have not y e t  been ca re fu l ly  f i e l d  t e s t e d ,  and that  

they do n o t  contain a l l  the aids to translation that have been suggested. 

STANLEY R.  PETRICK is President, 1976,  of ACL. For biography, 

see AJCL Microfiche 3 7 : 3 .  



Summary Remarks for Machine Translation Conference 

Sa l ly  Yeates Sedelow 

An- issue whlch emerged early in the conference and recurred 

either e x p l i c i t l y  or, more o f  ten, i m p l i c i t l y  during subsequent 

scsslnns concerned the relative values of pragmatic solutions and 

more basic research. An additdona1 factor w a s  the often presumed 

re lat ionship  between more basYc research and s c i e n c e ,  and between 

the  pragmatic and fts synonym, 'ad !~ocness. 1 
7 

I suspect we would a l l  agree that  there is no necessary progression 

from what some here have termed 'engineering'  s o l u t i o n s  to  theory 

from which one can generalize. On the other hand, neither i s  there 

any necessary relationship between science (in a strict definition) 

and what is sometimes called b a s i c  research by linguists, computational 

l i n g u i s t s ,  psychol inguists  or whoever among us is dealing with natural 

language. In my judgment, for an), major leap forward in machine 

translation or in natural  language understanding i n  general, more 

classical sc i ence  is badly needed. Science i s  needed not only for 

its r i g o r ,  which impl i e s  well-ar ticulated models and thorough and 

extensive predictive-type testing ( including efforts to  reproduce 

results  in a number of llaboratories') , but also for cumulativeness. 

In the situation under considerat ion,  I am struck by the number of 

isolated hypotheses and experiments which don't seem to  lead anywhere, 

and upon which others seem unable t o  bui ld .  

By way of e laborat ion upnn the point I ' m  making, i t  may be helpful  

to note  that in the humanifies, there i s  precious l i t t l e  d i f f erence  



between the prggmatics (for example, w r i t i n g  a poem) and basic reseach. 

I would argue, for example, that much research on and criticism about 

a poem i s ,  simply, in effect allother poem or s e t  of poems, even ~ h o u g h  

couchcd in prose. When a l i terary scholar c i t e s  orhor rclcvent work a t  

the beginning of an article or book, he sometimes docs so to create an 

i l l u s i o n  oi cumulativcness, but o f t e n  t o  disagree w i t h  much of what o t h e r s  

h ~ v a  said bccnuse i t  i s  thfough such divergence that creativity ae a 

c r i t i c  is dcmonstratcd, 

In my opinion,  much social scicrice i s  closer  to the humanities than 

it is to physical  s c i e ~ ~ c c s  when it comes t o  the ~ragmatics/bnsic research 

distinction. Such is the case in part because in the s o c i a l  sc iences- -  

notably i n  l inguis t i cs -we  are studying our own a r t i f a c t s ,  and i t  i s  a l l  

too easy a t  (one hopes) the unconscious level t o  manipulate those 

artifacts (in the case of l i n g u i s t i c s ,  symbol systems) to demonstrate 

a part icular  notion or theory. Although sometimes a problem, this kind 

of manipulation i s  much less likely to occur in the physical  sciences, 

where some natural phenomenon i s  being s t u d i e d .  Tn the s o c i a l  sciences 

and i n  natural l a n g u a g e  research,  a ~ u c h  g rea te r  openness t o  testing i s  

needed. Lacking, as  i t  docs,  an "unconscious level," the computer is  

in many ways ideal for such testing. For example, Joyce Frlednan's 

programs have been used t o  t es t  t h e  consistency of grammars based upon 

a part icular  model of transformational grammar. 

On the other hand, with reLerence to  the value of the computer, 

w e  should be wary of constructing very e laborate ,  computer-based systems 

which do some one or two things very n i c e l y ,  but w h i ~ h  have no genera l i ty  

and make no c o n t r i b u t i o n  to the cumulativeness which we must have if 
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I 1  we're going to  move toward any uti 3ia" ( t o  use a word employed yesterday] 

re natural language understanding - avplica t ions , such as machine 

translation, In other words, who b u i l d  computer systems we should 

think l a se  about -- ad hoc dcmonstra s of notions o r  theories, and more 

about testable, genesalizable eyet s. 

A t  present , as  to machine translation,  pragmatists a l ~ o u l d  be 

encouraged to continue to blend together known technologies and techniques 

Prom which ueeful f ccdback i n t o  theory may evolve, w h i l e  theorists should 

be encouraged always t o  do more than bui ld  eloboro t a  damonstra t ions  

lacking general signdfxwrlce (elephants which will vrcver fly , to draw 

on yes~erday' e popular image). 

*********************A****************  

Now I'd like briefly to curn to a couple of human factors issues 

relating to discussions i n  this meeting. The first concerns the consumer, 

or reader, of mashine translations and the second involves the translation 

process i n  a computer-aided environment, 

As to  the f irst ,  I'd simply l i k e  to applaud the response t o  a 

suggestion that tran-lation of weather broddcasts in to  French would be 

much easier if only a few formats and phrases were permi t t ed .  The 

response: "That would be boring to read , " shows l audab le  recogni t  ion 

of the importance of s t y l i s t i c  variety for readability and, more generally 

for commuaication; also, presumably for those of us gathered here, some 

grace in  the use of language is  one of l i f e ' s  pleasures and w e  would 

not care t o  be a party to its abandonment. 

The second factor relates to the first, and concerns the suggested 

use of computer-based editing systems as  an aid to translation. The 
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point I want t o  make may seem t r i v i a l  or obvious but since a show of  

hands indicated that few if any of the professional t r a n s l a t o r s  a t  these  

sess ions  hove used editing systems and I know t h a t  linguists who might 

advisa on auch systems have tended t o  conccnrrote on lengunge s t r i n g s  

no longer than a sentence, I think the po in t  is worth making. That is, 

cathode ray screens t ~ l ~ i c h  form the interface between man and m a c l ~ i n e  in 

editing systems really can't display much t ex t  a t  a t i m e .  As someone 

whose professional concorn for years was extendcd discourse, 1 find a 

cathode ray tube  vhry confining; when reading rind writing I: like to be 

a b l e  t o  look backward a t  s t r ings  of at least  a acdium-sized paragraph's 

l ength .  An a b i l i t y  to sea that much t ex t  enables m e  t o  c o r r e c t  the 

kind of l a p s e s  one makes when writing--frequent r e p e t i t i o n  o f  a word 

or phrase, repet i t ive  patterning in sentence length or structure, and 

so on.. Although 1've never been a profess ional  t rans la tor ,  I assume 

that they have analogous requirements. Therefore, I ' d  urge  t h a t  e 

system to be used i n  machine translation either provide larger screens 

or keep a kind of running summary which could be used to alert the 

translator through underlining,  a warning message, or wl~atever , that ,  

for example, a g iven  word or phrase was being used roo o f t e n .  As you 

see, I am again speaking ot  the i s s u e  of r e a d a b i l i t y  for, i n s o f a r ,  as  

possible, translations should be readable. 
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SUMMARY REIPORT ON THE FBIS CONFERENCE 
BY Richard See 

1. The confere~lce was very successful in bringing together experts on 
systems and technique8 which one day may be useful in aiding Ule translatipn 
process or which are already available. 

2. Tho overall impression I carried away from the conference was that 
none d the approaches presented were ready for immediate application 
by an agency ~loweag@cd in manual translation, witllout a great deal of 
preliminary preparation, 

3.  The i~lachine traxlslation systems demonstrated were clearly not yet 
able to completely replace humnn tmlrslation. 

4. Whothor or  not presently available machino translation systolns would 
be useful to an agency's translators in the preparation of human translations 
would have to be determined by each agency, based on Ule kind of text, the 
MT system available, and the type anti quality of translation desired as a 
finished product. 

5. General lnultifont OCR is not yet available and manual input i& quite 
expensive with the techniques des tribed. 

6. In some special instances, text may already be availab le in machine- 
readable form, 

7. The various possible benefits or advantages below would have to be 
examined by anyone interested in m ec*hanieing soma phase of the 
translation process: 

a, lower cost 
b. tnore rapid respoi~sc (shorter lag) 
c. higher quality, Ulru co~lsistency of technical terms, for example 
d. flexible capacity (possibility o t handling larger volume ff lan normally 
e. byproducts of value (text-based dictionaries, coraordances, IR) 
f. training aids (using Chinese dictionary indices, gaining familiarity 

with the state-of-the-art) 

8. The technology relevant to machine-aided translation is advancing and 
many costs are coming down, The conclusion is, that in order to be prepared 
for future developments, any agency seriously involved with translation should 
begin to be involved with this technology, i f  01119 on a small scale. 

9. Conversely, because of the unlikelihood of i t~med ia t e  substantial payoff 
from investment in this technology and uncertainty as to the exact direction 
it should take, a cautious and evolutionary approach is recommended. 

10. In addition to  in-house experimentation with some of the elements 
discussed above, the support by contract of carefully designed comparative 
experirnenhs involving two or more competitive approaches would aid in 
evaluating prospective techniques. 
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MACHINE (AIDED) TRANSLATION: 

GENEWLITIES AND G U I D E S  TQ ACTION 

David G. Hays 

Machine t r a n s l a t i o n  is Golem astride t h e  Tower of Babel. 

Golem t h e  a u t o m a t a  is the symbol of man's horror of the  

t h i n g  t h a t  straddles t he  line bctwccn spirit and flesh. T! I~  

crumbling tower symbolizes ethnocentricity and sunophobia. 

Combiaed, these i r r a t i ona l  feelings can influence national 

palicy and r e t a rd  progress toward i m p o r t a n t  goa l s .  To hove 

too fast ienas much an error as n o t  to move at all. The 

principles of the  f i rs t  sec t ion  summarize my reactLon to the 

contributions presented at the conference; the guides of the 

second sect ion express my opinion about t h e  making of deci- 

sions in a f a i r l y  broad area. 

GENERALITIES 

1. Almost everyone hates  computers, i n c l u d i n g  most 

computer scientists. In '"Information I Iandl ing"  ( C u r r e n t  

Trends in Linguistics, ed. T. A .  Sebcnk et al., volume 12, 

pp. 2719-2740), I noted t h a t  professors w h o  give their stu-  

dents clever tricks for skimming technical artic les  re fuse  to 

permit their computer programs to use the same t r i c k s ;  the 

computer must work t h e  hard way, in accordance w i t h  general 

theories of the s t r u c t u r e  of information. A friend suggests 

t h a t  hatred of the machine must be responsible. Anyone who 

h a t e s  computers is likely to des ign  cumbersome systems. 



2.  The more programmers there are, the lower their 

average skill. In the ear ly  days of computation, t h e  few 

programmers were brilliant; ss the number has increased, the 

number of brilliant programmers has gone up, but the number 

of adequate or inadequate programmers has  gone up f a s t e r .  

The buyer of a system must ask which kind will make it. 

3 .  The best in computing is vast ly  bet te r  than ever 

before, but almost everything is worse. Tasks  t h a t  required 

senior professionals long hours ten years ago can now be 

accomplished by students in courses,  because the software is 

more powerful. Y e t  systems that cos t  too nuch f o r  each 

transaction are in general use, thwarting t h e i r  customers' 

hopes, and the public is led  to believe t h a t  inflexibility 

and intolerance characteristic of machines. 

4.  Scientists care how a system works; engineers care 

only how well it works. The buyer of a system fo r  use is 

with  the engineer, but the buyer of development i s  w i t h  the  

scientist. The claim t h a t  a sys t em works "as a human does" 

needs to be checked by psychologists; b u t  t h e  claim has 

nothing to do with operating effectivehesr;, and n o t  much to 

do with developmental promise. 

5. A computer system is like auppa i ng l e se .  English 

soup is an Italian dessert, made in a la rge  hemispherical 

bowl. Layers of cake,  soaked in liqueurs, axe separated w i t h  

t h i n  layers of jam and covered w i t h  a thick layer  of whipped 



cream. The layers of a system are hardware, software, appli- 

cation programs, data base formats. daka base contents, and 

so on. C l a i m s  o f  universality, simplicity, and the like are 

often no more than the assertion that a Layer of whipped cream 

can cover anything. Deep probes are necessary to evaluate 

such claims. 

6 .  If everyone optimizes his own c o s t  effectiveness, 

the system goes to pieces. The classic example is the way 

against German submarines in the Nediterranean, I t w a s  so 

success fu l  that  the Germans moved i n t o  t he  North A t l a n t i c  

and n e a r l y  starved the British. Translation is not the end 

of the whole system; to raise internal costs  can make the 

system at large much more effective if done right. 

7.  Brevity counts.  The time of the reader has to be 

reckoned i n t o  the cost of the system; translations of key 

points can be more suitable than full translations.   he 

machine may be more useful in finding passages than in trans- 

lating them. 

8. You cannot  make a jumbo jet out of an elephant by 

pulling its ears. Martin Kay suggested that Hannibal was 

wiser to buy elephants to cross t h e  A l p s  than he would have 

been if he had let a development contract for jet transport. 

Contrariwise, suitability as a chassis for  the future jet is 

no criterion for selection of a first-stage machine; sooner 

or later it will be necessary to scrap the whole system and 

start over. What counts in the first  i f i s tal lat ion is whether 

or not it works as installed, for however limited a purpose 

has been selected. 



9 ,  A l m o s t  everyone hates franslators. They arouse our 

xenophobia by bringing the enemy i n t o  our  camp. To give them 

help in their task, or credit for doing it, i s  loathsame. 

10. Big ideas are easier to understand than little ones. 

Some examples of big ideas mentioned in the conference are 

words (as opposed to characters) as objects  for  optical  re- 

cognition; syntactic patterns  (as opposed to diagnostic con- 

t e x t s )  in language processing; and scripts or frames (as 

opposed to grammatical and s y n t a c t i c  structures) as objects 

for computers to seek i n  tex ts .  I t  might be easier to find 

that a news story i s  about a certain frame ( d e t e n t e ) ,  and 

that the source is Sadat. than t o  translate t h e  whole; and 

the summary ("Sadat endorses d e t e n t e " )  might be more helpful 

to the user than the translation would be. 

GUIDES 

1. A prima facie case has been made for gradual i n t r o -  

duction of language-processing capacity i n t o  intelligence 

facilities. 

2 .  System design and c o s t  analysis remain t h e  essential 

prerequisites to procurement, 

3 .  The design should take into account as 'fully as 

possible the needs.of users of translations. 

4 .  No adequate reason for selecting a single system and 

excluding the rest has come to l i gh t  thus far. 



5. The main developmental track for a f e w  years ahead 

is from character processing ( e d i t i n g  systems) to word pro- 

cessing (d i c t iona r i e s ) .  

6 .  A plausible f u r t h e r  development for the three to 

seven year prospect is automatic recognition of topic ( for  

example, of requirements), and the  mstching of now t e x t  

against o ld  for partial identification of redundant, and 

therefore omittable, information. 

7 .  The operational suitability of language-processing 

systems depends c r u c i a l l y  on the smallest details of their 

design. As yet ,  o n l y  those of clearly superior knowledge, 

taste, and judgment can be entrusted with the work. 

8. Several classes of systems are fundamentally d i f f e -  

r e n t  and cannot usefully be intermingled. Current commercial 

MT systems, which make no provision for ed i tor ia l  i n t e r v e n t i o n  

between the earliest and l a t e s t  stages of processing, are 

n o t  suitable bases for  machine-aided ( ed i to r i a l )  systems; and 

the la t te r  are no t  necessarily s u i t a b l e  bases f o y  full-scale 

language-processinq systems t h a t  may reach installabilfty in 

as l i t t l e  as ten  years if research and development are well 

supported, 



SUMMARY NOTES 

FBIS Se~n i nar 

Jim Mathias 

Mr. Mathias concluded the sum ma@ presentation by restating some 

Zommon threads running throughout. 

The moderators and commentators participated. in the conference in order 

to assist the sponsor in arriving at reasoned decisions on planning and budgeting 

for possible application of computer techilology where it would increase the cost 

effectiveness of performaace. T l~e  summary panelists did n& address themselves 

to the users of FBIS material since the user  is unknown but to the translation 

services as described by the sponsor, This omits the iiuporlant element alluded 

to hy Mr. Hays when he suggested that the sponsor shbuld look beyond the function 

of translation and consider the purposes for whigh the work is done. 

The nature of human motivation is critical in the translation process and in 

the undcsirable,effects that can result from unwise division of tasks between the 

human translator and the computer. It was said that too often the !luman translator 

is asked to db the difficult tasks while the system designers assign the simpler 

tasks to Ule computer. This relegates the translator to second-class citizen and 

can seriously atfeet his  motivation and h i s  production. The obvious preference is 

assign to the computer £unctions w hi& it can perform well yithout imposing added 

undesirable tasks bn the human translator in oraer to compensate for computei 

shortcomings. 

There was a general consensus that the cotnputer should be introduced into 

FBIS translation proc$ss wherever it is possible to maximize current capabilities 

for current needs. This would imply use of off-the-shelf items, research and 



developme~lt where off-the-shelf items were not really adequate to the tasks, 

o r  establish a holding pattern for those functions which have been developed 

in the research coimrnunity and not yet applied to off-the-shelf hardware. 

It was suggested that the sponsor should delelop a means of verifvinp: use- 

fulness of existing technology and systems. The verification of existing technoloay 

might be best achieved by establishing an in-house awareness through m a x i ~ n u m  

exposure to research and development in the commercial and academ ic community. 

This might require the establishment of one or  more high-level slots for personnel 

a s s i g ~ d  specifically to monitoring developments and capabilities, or it might 

require a stablishment of a series of seminars for intensive familiarization of 

sponsor personnel. The verification of system*, however, might be far better 

undertaken through the application of dependable objective scientific tests. 

These tests should be conducted by the sponsor oran i~dependent agent for the 

sponsor and not by designers, developers, or protnoters of candidate systems. 

The need for experimental rn ethodology was emphgs ize d. 

It was generally concluded that during the process of selecting systems or 

hardware, for application to sponsor tasks, that maximum flexibility be one of the 

principal criteria applied in order tq assure long term usefulness knd avoid 

costly replacement. The approach taken should not be set i n  concrete but should 

reflect the ability to cut off one method of approach if it appears unfruitful and 

shift to another effort or another direction. Avoid the forced choice of any single 

system byavoiding relfance on any one approach. 



APPENDIX 

C O ~ C E P T U A L  OUTLINES OF MACHIWE TRANSLATION. 

SYSTEMS AND EXPER I ~ N C E  

In preparation for the Seminar, we prepared outlines and 

distributed ?-.hem to contributors. The f i r s t , d r a f t  was p r e -  

pared by members of the staff of the Foreign Broadcast I n f o r -  

mation Service. The Co-ordinator and Commentattxrs thgn added 

their suggestions. Hays edited them, and Mathias re-edited 

them, 

Since few r e p o r t s  on machine translation, and very few 

d e d g n  proposals, cover every point, yet every system put 

into even the most tentative operation soon encounters at 

least  all of the problems indicated by thesq outlines,, we 

have included our Outlines in the  hope of st:imulati.ng fulle- 

planning and reporting. They might even s u i ~ g e s t  areas in 

which linguistics and artificial intelligence s t i l l  have 

theory to build and research to complete. 

With a dozen more contributors, the ohtlines would have 

grown; theyears not presented as complete. - -  DGH 



OUTLINE FOR SYSTEM BUILDERS- 

Applicability -- 
Language (s) 
Field (s): science, technologyj international relations, and so; narrowly 

speci t ied 
Purpose: trained or untrained readers, skimming or detailed tinder standing, 

other 

Prc- editing: nature an8 extent 
Postcditing: nature and extent 
Interactive editing: nature (kinds or imerrupr, control smuxure] alla csrenr 

Hardware 

Equipment: required, optional 
Input mode (s): punched cards, display terminal, teletype, light pen, OCR 
Output mode (s): lineprinter, display screen, teletype, photocompositioh; 

be st currently available @ality, cheapest currently available quality 
Processing mode (s): batch, remote batch, interactive 

Software 

Progratnm ing philosophy: system sketch 
Modules: dictionary, grammar, semantics, real-world knowledge, or 

other scheme 
Control R o w  

L inguis tics 

Underlying model: general characterization 
Lexicon: format, size 
Syntax: agreement of number, tense, person; conjunction ot words, phrases, 

clauses; relativization; corn plemenktion; size 
Semantics: control of field and domain-speciEic terminology; choice of 

equivalent by part of speech, synt&dc function, se'ma~ltic agreement;' 
handling of idioms; size of semantic component 

Discourse: anaphora, cataphora; consistellcy ol universe of discourse, 
tense, person, number; figures of speech (metaphor, simile) j 
paragraph linking and transition; size of discourse component 

Style : variation among synonymous words or grammatical constructions, 
of sentence length, of paragraph order; control of tone (lexical and 
grammatical); size of style component 



OUTLINE: lFOR SYSTEM BUILDERS 

Feasibility of revising or extending each linguistic component: adding 
rules to the gram mar, adding words to the dictionary., adding 
conditions to a r u l e  for selection of a n  equivalent, etc. ,  according 
to the linguistic model used 

Standard procedures for feedback from user to system that r e s u l t  in 
permanent cl~angea 

Evaluations: date, name of evaluator, extent, method, results 
Failures: frequency and method of handling w o r d s  not in the dictionary, 

sentences not parsed, bther failures 

Sneed 

Turnaround time for a batch of text; batch size 
Input rate: words per aperattor per working day 
Fro-editing rate: words per editor per day 
Postediting rate: words per editor per day 
Interactive editing rate: ratio of editor's time to system output 
Processor time: per sentence, according to length, syntactic complexity, 

otc. ; per 1000 words; average 
Rates for any other operations 

Cost - 
Dollar cost for installation of the existing system 
Dollar cost for recotnmended immediate development 
Dollar cost for operation by component: input, editing, etc. 
Dollar cost for improvement after instal48 lioq 
Do operating options permit  modes with different costs ? 

Status 

Is the system ready for irn mediate installation, for development, o r  for 
research? 

Are the remaining R & D questions factual or theoretical? The answer 
to this question requires data and argument. 



SUPPLEMENT TO SYSTEM OUTLINE 

Output 

Form of output: sin~ilarity to poliehed translation 
Inclusion of source la11 yage: complete, partial, none 
Corn mcntarg: remarks, diag~~ostics 

User toole: manuals, dictionaries 
Operator docuine~iLztion 
System documentation 

Usor Role 

Linkage to system: input, dialog 

Means of quality control for changes 
Preventing oscillation: changing back and forth between alternatives 

Software 

Portability: can system be transferred to different hardware? 



OUTLINE FOR SYSTEM OPERATORS 

S ~ u r u e  and date of the current installation 

Appl ica t ion 
-- --....Ic 

Annual outgut 
Language (s): percentage distribution 
Field (s): percentage dis trlbution 
Users: pcrceiltngo distribution by level of t ra in ing  in  foreign language and 

L~*chni~al ficld; total number 
Purpose (s): sk imming  for selectio11; keeping up with a field; background for 

r c sw ch; slate-of- the-art reviews; evaluation of progress in a field 

Pre-editing: na t . .~  c an(' extent 
Postedlthg: lr~ture n lid ez-1vT:lt 
Illtsactive editing: na t~ rd  (kinds of interruM, control structure) and extent 

Hardware 

Equipment: r e  quir t ~f , opt io~lal 
hppt mode (s): punched cards, displap t&m inal, teletype, light pen, OCR 
Output mode (s): 1111epr inter, display scv~en,  tcle type, photocomposition; best 

currently available quality, clleapest currently available quality 
Process ing mode (s): batch, remote M c h ,  interactive 

Software 

Programming philosophy: system sketch 
Modules: dictionary, grammar, sehantics, real-world knowledge, or other scheme 

Linguistics - 
Underlying m odel: general chargccer ization 
Lexicon: format, size 
Syntax: agreement of rmmber tense, person; conjunction of words, phrases, :lauses 

relativization, corn plea entation; size 
Semantics: control of field and domain-specific term indhgy; choice of equivalent by 

part of speech, syntattic function, semantic agreement; handling of idioms; 
size of semantic component 

Discourse: anaphora, cawhor a; consistency of university of discourse, tense, 
person, number; figures of speech (mefaphor, simile); paragraph linking 
and transition; side of discourse component 

Style: war iation among synonymous words or grammatical constructions, of 
sentence length, of' paragraph order ; control o t tone (lexical and grammatical 
size -of style component 



OUTLINE FOR SYSTEM OPERATORS (2) 

Extendibility 

Feasibility of revising or extending each lin y istic component: adding rules to the 
grammar, adding words to the dictionary, addi~lg collditions to the rule for 
selection of an equivalent, etc. , according to the linguistic n~odel used 

Waildard procedures for feedback from user to system that result in permxnent changes 

Evaluations: Ire quency, names of evaluators, extent, method, results 
  rends in quality since installation 

Turilaround time for a batch o l  text; batch size 
Input rate: words per operator per working day 
Prc-editing rate: words per editor per day 
Postediting r.a*te: words per editor per day 
Interactive editing rate: ratio of eai torrs  time to system output 
Processor time: pek sentence, according to length, syntactic comflexity, etc. ; 

$or 1000 words, average 
Rates for  any other operations 

Dollar cost for installation of the esisting system 
Dollar cost for recommended immediate development 
Dollar cost for operation by component: input, editing, etc. 
Dollar cost for improvement after installation 
Do operating options permit modes with ditk rent costs ? 

Uspr response 

Errors  in .MT: detecte& or missed? inaccuracies in resulting analyses 7 corrected 
by u s e r  or referred to translator? 

Requests for translation o r  verification by human specialist: before o r  after seeing 
MT-? reason given? frequency, quantity 

Morale, producitivity, e f fec tivene ss of use rs 

Improvement 

Effectiveness and cost of improvement program 




