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Summary

The organization of a natural language (Japanese) parser is described,
The parser can transform fairly complex sentences into abstract structures marked
for case. A variation on the system developed by Woods called an "Augmented
Transitiou Netwoirk" is used as the progiam for analvsis. The parser utilirzes
detalled semantic dictionary descriptions and centextual information gbstracted
from sentences analvzed in sequence. It is claimed that intuitive reasoning,
which is not easilv formalized bv rigld logical aperations, plavs an {mportant
role in language understanding Some intuitivelv appealing schemas of represen-
tation for both the semantic descriptions of words and context are discussed
Meanings of verbs are described bv using a 'case' concept. Additional intormas-
tion is attached to case frames of each verb to indicate what changes the kase
elements in the fraime may undergo and what events mav occur in sugcession.
Meanings of nouns are also expressed in cdse-frame-like descriptions. Nouns
also have relarional slots which must be filled in b other words of phrases.
The context is repreSented in a form similar to that of the semantic network of
Simmons or the nodespace of Norman along with some added special lists (NS =
Noun Stack, HNS - Hvpothetical Noun Stack, TL - Trapping List) These lists
contain objects mentioned air previous sentences or pending problems which ma
be resolved by succeeding sentences The objectspin NS are ordered according to
their degrees f importance in the context. Several new techniques based on
heuristically admissible operations are presented to analyze 1) comple and
long noup nhrases 2) conjunctive phrases 3) anaphoric expression and
4) omitted words im phrases or sentences The results of applving the parsing
program to the sentences in a textbook of elementarv chemistrv are also

presented.
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I INTRODUCTION

In this paper we describe the organization of the natural language
parser developed over the last two years. This forms an ilwmportant part of
a question-answering system under development with natural language
(Japanese) input. The paiser can transform fairly complex sentencey into
abstract structures marhed for case. It utilizes detailed semantic
dictionary descriptions and contextual information abstracted from the
preceding sentences.

For the present, we heve confined the demain of the svstem to the
field of elementary chemistry where we can describe the semantic world in
rather concrete terms At the same time, various complex events occur in
this field TFor example, substances which participate in particular events
may disappear, new substances may emerge, or some properties of the sub-
stances may be altered To treaf these comple situations, it was necessary
to formally represent relationships between events and chamges of state and
to devise an appropriate schema of representing context.

In most approaches to the understanding of natural language through
artificial intelligence, schemas which entail rigid logical operations are
used to represent both knowledge and context Logical operations appear
to be necessary for solving some kinds of problems in natural language,
especially at the deep deductive level of understanding. However, intuitive
reasoning is not easily formalized in terms of logical operations It is
our contention that intuitive reasoning 1s completely based on the language
activity in the human brain Associative functions relating to semantic

similarities between words, semantic depth of an interpretation and
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probability of associative occurrence of events are inherent factors in
intuitive understanding and the reasoning process.

Y. Wilks (1975) in his system carries out intuitive reasoning by
employing the notion of 'semantic preference'. His system seems to work
well on analyzing local relationships among words. However, in order to
analyze more global relationships (e.g., in dealing with complex cakes of
anaphora) we require access to mpfe Information than can be contained in
formulas (templates) agseecdafed with the lexicon. We find Wilks' use of
'CS-inference rules' rather awkward. The system would be much improved if
accompanied by an appropriate schema for representing context,

'Case grammar' sentence-analysis theories such as those of Fillmore
(1968) and Celce-Murcia (1972) are based on the semantic relationships
between verbs and nouns -= events and concepts. R. F. Simmons (1973; 1975),
D A, Norman (1973), D. E. Rumelhart (1973) and so on follow these theories
to represent knowledge and context in their systems. We also adopted case
grammar and modified it to account for Japanese sentences. We represent
context in the form of a semantic network. An input sentence is transformed
into a corresponding deep case structure. This structure is assimilated
with the semantic network constructed from previous sentences.

Japanese is a typical SOV language. The word order is rather
artitrary except that the main verb comes last. Cases such as subjective,
objective and dative are syntactically indicated by postpositions, but a
postposition can be used for several deep cases ambiguously Hence the
determination of underlying sentential structures rests heavily on an
understanding of the semantic relations between the main verb and nouns
Moreover in Japanese the words which are eéssential in understanding a

sentence are often omitted without pronaminal reflexes. Our system can
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infer from the semantic deéscriptions of words what kinds of phiases should
be supplied to fill lexical gaps nnd séarch the contextual representation
to find appropriate fillers.

The final analysis produced by our parser is a semantic network.
This could be used for the internal ,representation of data in a question-
answering system or as an intermediate expression in machine tianslation
However, it is still too early to report on the results of these projected
applications.

The parser consists essentiall of four fived compopents:

1) The grammar consists of rules written in PLATON. PLATON 1s a
new programming language which is a variant of the system developed by
Woods (1970) called 'Augmented Transition Network PLATON has additional
facilities for pattern matching and flexible backtriacking. A grammatical
rule in PLATON consists of two parts pattern rewrite which i1s ewpressed
as a pair of syntactic patterns, and semantic and contextual checkh which is
an arbitrary LISP function. When a rule is to be applied, the sebmantic and
contextual checkh is emploved to determine whether the rule is semantically
and contextually feasible. For the present we have about twe hundred rules
for the analysis of Japanese sentences. These rules are devised to combine
various syntactic patterns in Japanese with appropriate semantic and context
ual checking functions. PLATON is presented in more detail in another
paper by Nagao and Tsujii (1976).

2) In the dictionary are stored words along with their various
semantic relationships. We express the meaning of a word in terms of how
it may be related to other words. The meaning of a verb is described in
the form of 'activity patterns' in the verb dictionarv An activity pattermn
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is actually thé case frame of a verb and additional related information. The
case frame represents what case relations the activity entails and what kind
of reterents will be appropriate for each case slot. Additional information
provided feeds into the 'change' or 'causative' component used by Norman
(1973). Such information indicates how one activity pattern may be related
to another by causal re. onships and whdat related change may occur in

the semantic network representing cuntext. From such information we can
infer what activities and changé will follow the present activity,

The meanings of nouns are also expressed in the case-frame-like
descriptions They also have relational slots which will be filled in by
other words or phrases.

3) The contextual representatfon is similar in form to the semantic
network of R. F. Simmons (1973;1975) or the nodespace of D. A. Norman (1973).
In this representation there are two kinds of nodes. The C-node corresponds
to a concept typically expressed by a noun The S-node corresponds to an
event. An event is a realization of an action pattern and each argument of
the pattern is assigned a C-node. C-nodes are related to S-nodes by the
case labled relations. These relations are bidirectional

The following list shows the relations used in the network:

(1) Deep Case Relations. ACT, OBJ, PLACE, TIME -- A deep case
relation connects an S-node with 1ts argument C-node,

(ii) Attributive Relations: VOLUME, €OLOR, MASS, SHAPE -- An
attribute relation connects a C-node with its value. We can distinguish
two C-nodes associated with the same lexical entry but different values of
attributes.

(iii) Token substitution. TOK -- TOK is used to connect a node with
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a lexical entry.

{iv) Event-Event Relation CAUSE, IMPLY -~ Two S-nodes are sometimes
connected by a particular relation. The relations are sometimes expressed
explicitly in the surface sentence by a special conjunction such as
NODE (because), NARABA (if) and so on.

In our system the semantic network is accompanied with special lists
(Noun Stack-NS, Hypothetical Noun Stack-HNS, Trapping List-TL). We call
thgse lists Intermediate Term Memoryv., Contextual functions woik on these
lists to seaich appropriate nodes of the semantic network which correspond
to the referents of anaphoric evpressions or the unexpressed elements of
sentences,

(4) Semantic and Contextual functions are programmed in LISP
These functions are incorporated in the PLATON rules along with rewriting
patterns A contextual function takes as arguments the semantic constraints
a target node must satisfy and returns the node when an appropriate node 1is
found from the semantic network A semantie function checks descriptions in
the dictionary te determine whether the combination of two words is
semanticallv permissible. For analyvzing noun-noun combinations, we provide

sixteen semantic functions.

The whole system is written in LISPl.6 which 1is implemented on
a minicomputer, TOSBAC-40. The minicomputer 1s equipped with 64KB as main
memory and 512KB as secondary core memory  The LISPl 6 uses the secondarv
memory as virtual storage  The dictionarv consists of about 400 nouns,
200 verbs and 100 adjectives and other categories The parser with rules
and the dictionary occupies about 50K cells The LISP uses a soft-ware

- 8 -



paging mechanism, and the main memory is rather small in comparison with the
secondary memory The content of the dictionary is stored on a disc in

the form of S-expressions. Consequently, the speed of execution is slow.

It takes typically about 10 to 15 minutes to analyze sentences which contain

3 to 5 simple sentences and 10 to 15 noun phrases.

IT LEXICAL DRSCRIPTIONS OF WORDS
2+-1 Noun Description

Most nouns have a definite meaning by themselves. We call these
Entity Nouns. An entity noun is considered to represent a set of objects,
and therefore is taken as a name of the set. The objects belonging to the
set may share the same properties By introducing another property the set
may be divided into a number of subsets, each of which is expressed by
another noun. We describe such set-inclusion relationships and set
properties in the noun dictionary.

We represent a property of a noun by an attribute-value pair

expressed as (A V). For instance, the dictionar entries for the nouns

'material' and 'liquid' are:

material (( SP) (ATTR(STATE) (MASS) (COLOR) (SHAPE) =-====m=w- ))

liquid (( SP material) (ATTR (STATE *LIQUID) (SHAPE RIL )))

[he descriptions (STATE) (MASS) and so on in the definition of 'material',
lack values (V) showing that 'material' may have arbitrary values of these
attributes. In the definition of 'liquid', there 1s a S$P-link to 'material',
which means that 'material' is a super-set concept of 'liquid', or that
'liquid' is a subset or a lower concept of 'material'. Objects belonging to
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a subset are considered to have the same properties as the objects of the
super-set, in addition to the properties described explicitly in its
definition.
By the above descripticrs, we can see that the value of the attribute
STATE of 'liquid' is *LIQUID, and that of SHAPE is the special value NIL
The *LIQUID ie one of the primitive value markers. The primitive value
markers are indicated by the preceding The value NIL indicates that
"Iiquid' can not have any value of SHAPE By tracing up the SP-links, we can
retrieve all the (A V) palrs of an object. We assume the value of an attri-
bute of a lower concept has precedence over that of the upper concept For
instance we can obtain the following full description of 'liquid'
liquid ((ATTR (STATE *LIQUID) (SHAPE NIL) (MASS) (COLOR) =-==w=- N
These upper-lower relationships among entity nouns aré not expressed
by a tree structure Some nouns may share properties with more than one noun
'Water' is such an example *Water' has the properties of both 'liquid' and
' compound' Since we permit a noun to have several upper concepts, the rela-

tionships are represented bv a lattice as shown in Figuie 2 1.

material

M \\\
mixture l compound

liquid as solid
o N 6,f~f’”’”#;%%;;r‘::::::::;:i::::;k*ﬁwh““-y
solution water oxygen metal ammdnia sodium

e

chloride
(salt)
water v
solution zinc copper
salt liquid
solution ammonia

Figure 2 1 Upper-lower relationships
among nouns
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Although most nouns are regarded as entity nouns, there are a few

nouns which have relational functions. We call them Relational Nouns;

"FPather' 1s a familiar example. 1n order to identify a person indicated by
the word, we have to know whose father he 18, In the chemical field we can
easily find such nouns (e.g., 'weight', 'temperature', 'color', and 'mass')
These are called Attribute Nouns. Their meanings are described in a different
way from that of ordinary nouns. Figure 2.2 shows some examples. Here, A-ST
designates the stendard attributive relution which is expressed by the word.

The description (NF N-A) shows the noun belongs to the group of attribute

nouns.
( OOKIsA ( (NF N-A)(A-ST VOLUME MASS LENGTH AREA )
size (SP ZOKUSEI  RYO )))
attribute quantity
( 1RO ( (NF N-A)(A-ST COLOR) (SP  ZOKUSEI SHITSU )))
color attribute quality

* An attribute noun may express more than one standard attribute., OOKISA
(size) expresses VOLUME, MASS, LENGTH OR AREA. The attribute it exprecsses
in context depends upon what entity noun is used #ith it.

**  Artribute nouns are further classified into two groups, quantitative
and qualitative A queaitative attribute noun cannot be a case element of

a verb which requires quantitative nouns. The verbs FUERU (increase) and
HERU (decrease) are such &xamples of verbs.

Figure 2 2 Attribute Nouns

'Liquid' is another relational noun. The Japanese word which
corresponds to 'liquia is EKITAI. While 'liquid' in English can be either
a noun or an adjective, EKITAI in Japanese 1s cai.egorized syntagtically as a
noun. But semantically EKITAI has two diffe.ent meanings, one corresponding
to the rdoun usage of 'liquid', the other corresponding to the adjective
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usage of it. The noun EKITAI in the adjective usage is called a Value Noun
with the attribute STATE. Another word AKAIRO (red color) is also a value

noun of the attribute COLOR., Figure 2.3 shows the description of these

nouns in the noun dictionarv.
( EKITAI ( (NF N-E)(SP BUSSHITSU)(ATR (STATE LIQUID)Y (SHAPE XIL))
liquid material

( (NF N=V) (V-DESCRIPTION (STATE *LIQUID)) )

(ARKA1RO ( (NF N=E)Y(SP 1RO D)
red color

( (NF N-V) (V-DESCRIPTION (COLOR *RED)))

Figure 2 3 Value Nouns

There are other kinds of relational nouns Action, Prepositional,
Anaphoric and Function nouns. An action noun 1s the nominalization of a
verb. For example, KANSAISU (observation) is the nominalization of the verb
KANSATSU=-SURU (observe) We describe this in the dictionary bv giving a
link to the original verb and bv adding other information

There are not postpositiomal particles in Japanese for every
preposition in English. Some special nouns plg the role of English
prepositions. We call such nouns Prepositional Nouns  Because a preposi-
tional noun usually has more than one meaning just as an English preposi-
tion has, we attach semantic conditions to help disambiguate them  Figure

2.4 shows example of lexical descriptions of prepositional nouns



( MAE ( (NF N-P)(F-DESCRIPTION

before
in front of ((CAT ACTION) TIME BEFORE)
((AND (CAT N-E)(LOWER DOUGU
instrument
BUSSHITSU)) PLACE IN-FRONT-OF ))))
material
( RAKA ( (NF N-P) (F-DESCRIPTION
in

(( OR (LOWER YOUKI ) (LOWER
container

EKITAI)) PLACE 1IN) )) )
liguid

Figure 2.4 Prepositional Nouns

Corresponding to each meaning we give & triplet  The first element is the
semantic condition. If the condition is satisfied, the corresponding second
element 1s adopted as the meaning. If not, the next triplet is tried The
second element of a triplet represents the whole meaning of the phrase. For
example, the whole weaning of the phrase TSUKUE [desk-entit noun] N0 [of]
UE [on-prepositional noun](on the desk) 1s PLACE  The third element of a
triplet expresses the relationship bv which the other noun in the phrase
may specialize the whole meaning.
2.2 Verb Description

Verbs, adjectives, and prepositions in English have relational
meanings with nouns. A verb represents a certain activity, while the agent
asgociated with the activity is not inherent to the meaning of the verb
(neither is the object which the activity affects, nor the other components)
These components appear in a sentence with certain loose relations to a verb
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In our system the meaning of & verb is described by settiing up several
relational slots whrlch will be filled in by nouns. In this sense the
meaning of a verb is not confined to itself, dut i{s related to nouns.

We describe these relations by using the case concept introduced by
C. J. Fillmore (1968). Case mavy be looked upon as a role which an oblect
plays in an activity, Because several objects usuallvy participate in an
activity, there are several cases associated with an activity., An object
s expressed by a noun phrase, and an activity by a verb, A sentence
instantiates an activity by supplving noun phrases to the cases associated
with the activity We call such instantiated activity an Event., The
problem is to decide what case a noun phrase holds in relation to a verb in
any particular event.

Though there are usually some syntactic clues in a sentence as to
how it Instantiates an activity, they are not enough to decide the case
relationships between noun phrases and a verb. To establish these relatiom-
ships we need both svntactic and semantic information. A wverb has its own
special usage patterns. That is, certain cases are necessary for the
activity and certain objects are preferable as fillers for the case., We
call these labled patterns Case Frames for Verbs, and express them as a list
of case pairs such as (CASE NOUN) A verb usually s has more than one case

frame corresponding to different usages. A typical description of a verd

is shown i1n Figure 2.5
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( TOKASU (CF

melt (( ACT NINGEN )( OBJ KOTAI)(IN EKITAI))
dissolve human being solid liquid
(( ACT NINGEN )( OBJ KOTATI) {INST))
human being solid

(( ACT SAN )( OBJ  KINZOKU ))
acid metal

Figure 2.5 A typical description of
a verb

According to this description, we understand the verb TOKASU (melt,
dissolve) has two different usages. In one usage the verb takes the ACTOR
case, and prefers to take the sub~concepts of the noun NINGEN (human being
as the case element. In such a way case frame descriptions are closely
tied to noun descriptions, especially with the upper-lower concept relation-
ships among nouns.

There are two types of cases, Intrinsic and ! xtrinsic cases. The
intrinsic cases of a verb are¢ essential ones for the activity, but extrinsic
cases are not. For example, the cases of TIME and PLACE, which express
when and where an event occurs, are extrinsic for ordinary verbs, Most
activities can be modified by these extrinsic cases, but the kinds of nouns
preferred for these case elements do not strongly depend on the kinds of
activities. Therefore we describe only the intrinsic cases in the verb
dictionary. We set up fourteen cases as shown in Table 2.1 for the

analysis of sentences 1n a textbook of elementary chemistry
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TABLE 2.1

(1) ACT : ACTor is responsible for action.

fa) KARE-CGA 10U -0 SHIKENKAN-NI TRERU
he~(ACT) sultur -0BJ test tube-(IN, PLACE, etc.)put in

He puts sulfur in a test tube

In the chemical field, a chemical Dbj@kt is often regaided as ACTor
of ,an action, though it does not exercise int@ntion in regard to action.” ror
é\ample, the underlined word in the iellowing sentence is regatded as ACT,

(b) ENSAN ~-WA DOU -Q TOKASU,
hydrochloric dcid ~(all cases) copper -0BJ meit

Hydrochloric acid melts copper.

(2) SUBJ : SUBJect is the primary topic of a sentence

(a) KITAI-NO TAISEKI -GA FUERU.
gas volume -8UBD increase

The volume of the gas incramses

(b) 10U ~WA KIIROI
sulfur -(SUBJ) vellow

Sulfur is vellow.
(3) OBJ OBJect is the 1ecei sng end of an activitv. It s affected by
the activity.

(&) KARE-GA MIZU -0 NESSURU
he~-(SUBY) water - (0BJ) heat

He heats the water.

{b) FNSAN -GA AEN -0 TOKASU
ydrochloric acid -(ACT) zinc -(0BJ) melt

Hydrochloric acid melts ziuc.

(4) 1IO0OBJ This case 1s semantically the most neutral case. It is an
object or concept which is affected by an activity, and which
is not OBJect. This case is usually specialized by the other
cases such as PLACE, TO, IN and so on, depending an the semantic
interpretation of the verb itself
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(5)

(6)

(7)

(8)

TABLE 2.1 (continued)

(a) DOU -0 ENSAN -NI TSUKERL.
copper  -(OBJ) hydrochloric acid -( I0B.J) dip
IN)

(Somecne) dips copper in hydrochloric acid

FROM , FRUM describes a former position or state in time or space of the
entailed SUBJect or OBJect of the verb.

(a) SHIKENKAN  -KARA BEEKAA ~E EKITAI-O UTSUSU.
test tube -(FROM) beaker -(PLACE) 1iquid~(0OBJ) pour

(Someone) pours the liquid from the test tube into the beaker.

RESULT ; RESULT is to the future as FROM is to the past It describes

the resultant position or state gs the entailed SUBJect or
OBJect of the verb.

(a) MIZU -GA SUIJOUKI -N1 NARU.
water -(SUBJ) steam -(RESULT) becoge

The water becomes steam

INST ; INSTrument is an object used as the tool or device by which an
activity is carried out

(a) GASU~BAANAA  -DE MIZU -0 NESSURU.
gas burner -( INST) water ~-(0BJ) heat

(Someone) heats water by a gas burner.

TO ; This is the destination in time or space of something in the action

(a) SUIBUN- -GA NAKUNARU TOKI MADE NESSHI  TSUZUKERU.
water —-(SUBJ) be gone time-(TD)till heat continue

(Someone) continues to heat (1t) till the water is gone.
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TABLE 2.1 continwed

(9) FACT ; FACT is used to tmdicate sentential complementizers.

(a) KORE. -0 SHITSURYOUHOZON=-NO HONJSOKU =10 .

A

it ~(0BJ) the conservation of mass lav -(FACT)  call

We call it the law of conservation of mass.

(10) PLACE ; PLACE is used to indicate locations in space of the action

(a)  ARUCOORU-RANPU-NO  YOKO  ~NI BEEKAA -0 OKU.
alcohol lamp side -(PLACE) beaker ~{(0BJ) put

il

(Someone) puts a beaker on the side of af alcohol lamp.

(11) IN , IN indicates a more specific relation t~ PLACE,

(a) MIZU -0 SHIKENKAN -NI IRERU.

a———

water -(0BJ) test tube --(IN) pour

(Someone) pours water in a test tube.

(12) SOURCE ; This shows constituent materials of compounds.

(a) ENSOSANNATORIUMU -WA ENSO, SANSO, NATORIUMU -KARA
sodium chlorate -(SUBJY chlorine oxygen sodium - (SOURCF)
DEKITEIRU
consist

Sodium chlorate consists of chlorine oxygen and sodium.

(13) CAUSE , This shows a reason or cause of the activity.

(a) NESSHITA-TAME -NL HAGESHIKU  KAGOUSURU
heat -reason -(CAUSE) wviolently react

Because (someone) heats (them), (tney) react violently.

(14) TIME , Time indicates location in time of the action.

(a) NESSHITA -TOKI -NI SANSO -GA HASSEISURU
heat time -(TIME) oxygen -(SUBJ) Dbe generated

Oxygen is generated when (someone) heats (it).
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In order to rg¢solve the syntactic ambiguity of a sentence, it 1s also
necessary to utilize ¢ontextual information obtained from preceding sentences.
When one knows a certain event has occurred, he can anticipate successive
events that will occur and what changes the objects participating in the
event will undergo. This kind of expectation plays an important role in
understanding sentences. Various kinds of associations clucter conceptually
around individual activities. One can perform contextual analysis of
language by explicating these associations.

We append this kind of experiential knowledge tb the case frames of
verbs The following two items are described for each verb in the verd
dictionary:

(1) CON  this refers to the consequent activities which are likely to
follow the activity of the verb, but not necessarily.

(2) NTRANS this refers to the resultant effects on objects in view of
how the objects are influenced bv the activity. In our system
the influence on the objects is described by the following
three expressions:

(a) ( ADD case a-set-of-(A V)=-pairs )
(b) ( DELETE case a-set-of-attributes )
(c) ( CREATE lexical-name-of-an-object a-set-of-(A V)-pairs)

(a) weans that the object i1n the case indicated by the second element comes

to have a set of properties indicated by the third element. (b) is for the
deletion of a set of properties from the object. (c) shows that some objects

will be created by the activity.

A typical example using a CON expression is shown in Figure 2 6
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In this expression one can see the verb TOKASU has two differeut meanings.
One cortesponds to 'melt', and the other to 'dissolve in'. When we analyze
the sentence,

DU -0 TOKASU.

copper-(0OBJ) dissolve, melt

Someone melts copper

we adopt the first case frame of TOKASU (melt) because it gives the

highest matched value against the sentence (see section 3.4). As the result

of evaluating the NTRANS expression in the case frame, we conclude the copper

is now in the liquid state. In the lexical description 'copper' is a lower

concept of 'solid', so that copper in general behaves as a solid object.

But the copper in the above sentence comes to have the attribute value

pair (STATE *LIQUID) and will behave as 'liquid' in the succeeding sentences.
On the contrary, when we analyze the sentence

SHIO -0 MIZU -NI TOKASU
salt -(O0BJ) water -(IN, PLACE, etc.) melt, dissolve

Someone dissolves salt in water,

the second case frame of TOKASU (dissolve in) gives the highest matched
value After the sentence instantiates the case frame, a new object (1.e.,
a solution which consists of salt and water) will be created.

CON AND NTRANS are thus important in the contextual analysis of

sentences. The detailed analysis procedure using these expressions 1¢

described 1n section 4.2,
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IIT ANALYSIS OF NOUN PHRASE
3.1 Properties of a Noun Phrase

In Japanese, two or more nouns are often concatenated by the
postposition NO to form a noun phrase., Because there are many different
semantic 1elationships among nouns concatenated by N0, we must decide what

relationships may hold among the nouns. Typical examples are shown in

Figure 3.1,

EKITAI =NO  JOUTAL  -NO SANSQ  =NQ  TAISENI
liquid state oOXy gen volume

the volume of the oxygen in the state of liquad

HANNOU ~NO ATO -NO oATORIUMU -NO TAISERI -NO HENKA
reaction after sodium volume change

changes of the sodium's volume after the reaction

Figure 3.1. Examples of NOUNHNO phrases

The phrase NOUMNO can modifyv, in principle, anv or all of the sucieeding
nouns in the extended NO construction so that manv different patteins of
modification relationships are syntactically permitted, We must decide which
cne 1s correct by considering semantic restrictions.

We have identified sixteen semantically acceptable NOUN NO NOUN
combinations. These are shown in Table 3.1. (See pgs. 23-25 for this table )
Corresponding to these relationships we prepared sixteen primitive functions.
These functions are applied in turn to a noun phrase to decide what relation-
ship holds between two nouns. The order in which these functions are applied
1s based on the frequency and the tightness of the relations. Each function
checks only one semantic relation In‘order to 41llustrate how these functions

perform their tasks, the following example of noun + prepositional noun'
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(1)

(2)

(3)

(4)

(5)

(6)

7

TABLE 3.1. Admissible noun-noun
Combinations

( value noun )+( attribute noun)

(ex) KOTAI =-NO JOUTAI

solid

gstate

( value noun)+( entity noun)

(ex) EKITAI NO

1iquid

10U
gulfur

( entity noun)+( attribute noun)

(ex) EKITAI -NO 1IRO

1iquid

color

( noun)+( prepositional noun)

(ex) HANNOU -NO MAE

reaction

before

( anaphoric noun)+(noun)

(ex) MOTO -NO BUSSHITSU

former

material

( attribute noun)+( entity noun)

(ex) (TAKAI) ONDO -NO  LKITAI*
high termperature liquid

( noun)+( action

(ex) SANKADOU
oxidized
copper

IRO -NO
color

*In this usage, the attribute noun should be
modified by another noun or adjective, which speci-

fies the value of the attribute,

noun)
-NO KANGEN
deoxidization
HENEKA
change
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TABLE 3.1 continued

(8) ( time)+( noun)

(ex) (HANNOU  -NO) MAE =NO QU
reaction before copper

*The noun-noun combination, 'reavtion-No
before' expresses the 'time' betore the teaction,

(9 ( place)+( noun)

(ex)  (SHIKENKAN  =NO)  NAKA =NO  FKITAI*
test tube in 1iquid

*The noun-noun combination, 'fest tube-N0
in' expresses the 'place' in the test tube,

(10) ( noun)+( conjunction noun)

(ex) SANKA ~-NQ TAME *
oxidization in order to
by reason of

*In Japanese, some nouns are used to eluci-
date the case relationships between a noun phrase
and a verb  Th2 noun TAME in this ¢\ mple
expresses cases such as CAUSE or PURPOSE,

(11) ( entity noun)+( entity noun)

(ex)  NATORIUMU  =NO  KAGOUBUTSU
sodium compound

The first entity noun 1s & constituent
element of the object eypressed bY the second noun

(12) ( entity noum)+(entity noun)

(ex) SANKADOU -NO SANSO*
oxidized copper oxvgen

*The second noun 15 a constituent element
of the object expressed by the first noun



(13)

(14)

(15)

(1%)

TABLE 3.1 continued

( entity noun)+( entity noun)

(ex) SHIKENKAN -NC SOKO*
test tube bottom

*The second noun refers to part of
the object expressed by the f{irst noun.

( entity nouns)+( entity noun)

(ex) KARIUMU, NATORIUMU -NADO -NO KINZOKU*
potassium, sodium etc. metal

*The nouns 'potassium' and 'sodium'
are lower concept nouns of the last noun

"metal’
( name)+( noun)
(ex) SHITSURYOUHOZON -NO HOUSOKU
the conservation of mass law
Others
(ex) lcm2 ATARI -NO CHIKARA
per lcm? pressure
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phrase is given.

The noun MAE is a prepositional noun, and ity sewantic desciiption

is shown in Figure 2.4, We note that this word has two ditferent meanings

JIRKEN ~NO MAE
experiment time preceding
place in front of

The function for the analywis of this kind of phrase checkw at tipst
whether the second noun MAF is a4 prepositional noun. If it is not, then
this function fails and returns the value NIL. 1In this example, because
the word MAE is a prepositional noun, the checking proceeds further The
description in Figure 2 & shows that if the preceding noun 1s an action
noun (1 e,, if it is a nominalaization of a verb) then MAE has the first
meaning. Because the noun JIKREN (evperiment) satisfies thas vondition,

the checking succeeds and the function returns the value T  The result

of the analvsis is shown in Figure 3.2(a). On the other hand, if the

input is

TSUKUE -NQ MAE
desk before, in tront of

then the word TSUKUE (desk) satisfies the condition of the second meaning,

and the result is as shown in Figure 3 2(b).



(a> JIKKEN -NO MAE
experiment ‘{before ! time
an front of : place

TIME

!

lhefore .

(b) TSUKUE -NO MAE

desk {befmr@ time %
in front of place

experiment

desk

Figure 3 2. Results of analyses of noun and
prepositional noun phrase

In this way the sixteen checking functions not only test whether a
certain semantic relationship holds among input words, but also disambiguates
the meanings of input words
3.2 Analvgis of a noun phrase

We analvze a noun phrase bv using the abuve sixteen checking
functions subject to the limitation that related noun groups mav not overlap
As stated before, 'noun + postposition NO'phrases and adiectives can modify
only the succeeding nouns. We stack in the temporary stack noun phrases and
adjectives for which the nouns to be modified have not been determined. The
analysis of a noun phrase 1s carried out by scanning words one-by-one from
left to r:ight. If we scan an adjective or a determner, we stack therword in
the temporary stack. If we scan a noun, we pick up a word from the tempciarg
stack and check whether {t can modify the noun. This checking 1s done by the
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above functions if the stack word is a noun. We also have the checking
functions relating nouns to adjectives o1 determiners The dictiomary
content of an adjective is just the same as that of a value noun. The
semantic checking function between an adjective and a noup will test whether
the noun can have the attribute which is modifiable by the adjective. The
checking of the determine:r differs somewhat and is explained in a later
chapter

The checking process will stop when there are ne woids in the
temporary stack or a word is picked up that falls to modify the noun being
gcanned. The noun is then stacked in the temporary stack. If the temporary
stack contains only one noun and there are no words to be scanned in the
noun phrase, the analvsis succeeds and returns the noun in the stack  The
returned noun is called the Head Noun of the noun phrase  These processes
are 1llustrated in Figure 3.3, (See pgs 29-30 for this figure )

If there are no words to be scanned next and the temporary stack
contains more than one word, then the analvwis fails and backtracks to the
decision points of the program. A decision point in the analvsis of a noun
phrase is anv point at which two words have been related semantically. The
relationship between two words established during the analvsis is the ome
determined by the functjon which succeeds first. Because the order of
checking functions is somewhat arbitrary, in some cases a relationship which

has not been checked may be preferable to the established relationship. This

is illustrated in the examples below



SHIKENKAN -NO NAKA -NO AKAIRO =-NO EKITAI
test tube in red liquid

(1) Temporary Stack = empty

test tube -NO in =-NO red -NO 1liquid

scanned word

i11) TS =|test tube

test tube -NO in -NO red -NC liquid

gscanned word
%A check of the semantic relationship between 'test tube' and 'in' is performed

**The phrase 'test tube -NO in' is transformed into the ferm PLACE
©

LLB‘“‘""“"test tube

test tube «NO in -NO red -NO 1liquid

iii) TS =|place

&
scanned word

*A check of the semantic relationship between 'place' and 'red' is performed,

but it failed to establish a new concept. Therefore, 'red' is placed on the
top of TS.

(iv) TS = |red | place

test tube -NO in =NO red ~NO liquid
scanned word

*The next scanned word 1s 'liquid'. Since 1t is a noud, a check of the
relationship between the noun and the wrods in TS is performed. The check

succeeds because the combinations (value noun)+{entity noun) and (PLACE)+
(entity noun) are semantically permissible.

(v) TS = fliquid

test tube =NO in ~-NO red =NO liquid

scann;X word

Figure 3 3
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There are no words to be scanned, and the TS contains only one word. Hence,
the analysis of this noun phrase succeeds.

The result is as follows. (The head noun of this noun phrase s 'liquid'))

liquid

PLACE COLOR

place ARED

in test tube

Figure 3.3 continued
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EKITAIL -NO JOUTAI -NO HENKA
liquid state change

the change of state of the liquid

EKITAI NO JOUTAI ~NO SANSO
liquid gtate oxygen

oxygen in the liquid state
In the first example the word JOUTAI (state) designates an attribute
of EKITAI (liquid) and EKITAI corresponds to a visible, real object. JOUTAI
(atateﬁ in the second example disignates an attribute of SANSO (oxygen), and
the word EKITAl does not correspond to a real object but is used to specify
the attribute 'state' of the oxygen. These examples show that the word
EXITAL (liquid) has two different usages. According to these usages, there

are two different semantic constructions of the phrase EKITAI-NO JOUTAI as

shown in Figure 3.4.

EKITAT (liguid) -NO JOUTAI (state)

(1) STATE (2) STATE
I}ATRrATR iVALUI
kfliquid *LIQUID
indicates
an object

Figure 3.4. Two different deep structures
for the phrase EKITAI NO JOUTAIL
Because we analyze a noun phrase from left to right, we cannot
determine which usage is correct until we recognize the rightmost word HENKA
(change, transition) or SANSO (oxygen). However, a semantic checking function
disambiguates the multiple meanings of the word EKITAI. If the disambiguation
is recognized to be incorregt in subsequent processing, we must be able to
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backtrack to the decision point at which this temporary disambiguation was
made. We implemented such a process by using PIATON's backtracking

facilities. This process is illustrated in Figﬁre 1.5,  (Sve pgs, 33-3%

for this figuie).
3.3 Analvysis of Conjunctive Phrases

The words in Japanese which correspond to 'and' and 'or' are
categorized as special postposition; some of them are shown in Table 372

We call them Conjunctive Postpositions,

TABLE 3 2 Conjunctive postpositions in

Japanese
postposition corresponding English
TO and (closed listing)
1A and (open listing)
MO and (also)
KA or

In Japanese as well as in English it is difficult to detetmine the scope of
a conjunction. There are some phrases which have the same syntactic
structure, but semanticallv different constructions. Some examples are
shown in Figure 3.6, On the other hand, some phrases have different surface
structures but convey the same meaning as 1s 1llustrated in Figure 3 7 As
there are few syntactic clues in these examples, we must analyze them by using
semant:ic information. (See pgs 35 and 36, respectively, for these figures)

At the first stage of the analysis of a noun phrase, we try to find
conjunctive postpositions If we cannot find them, the normal analisis
sequence described above is applied on the noun phrase. If there is a
conjunctive postposition, the following steps are performed
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Input ; EKITAL -NO JOUTAI -NO HENKA
liquid state transition

regult :
o Transition

SUBJECT
state

TIATR-ATR
.11quid

Input ; EKITAI -NO JOUTAI -NO SANSO
liquid state oxygen

Steps of Analysis:

(1) TS = empty

liquid -NO state ~NO oxygen

scanned word

(11) TS ={liquid

liquad -NO state -NO oxygen

scanned word
(1ii) TS u_atatel

liquid -NO state -NO oxygen

scanned word

*At this point, the first meaning of 'liquid' has been adopted “ecause
the checking function for (entity noun)+(attribute noun) is applied before

the function for (value noun)+(attribute noun). That is, the word 'liquid'
indicates a physical object.

**The semantic check between 'state' and 'oxygen' fails, because the
attribute noun 'state' has been linked to the liquid by the relation
IATR-ATR and an attribute noun cannot be linked with two different entity nouns

*%*So the program will go back to step (11).

Figure 3.5 Example of backtracking in the
analysis of a noun phrase
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(iv) TS =|liquid

liquid -NO si?te -NO  oxvgen

gcanned word

*The semantic check between 'liquid' and 'state' proceeds turther.
The semantic cheching function for (value noun)+(attiibute noun) sucieeds,
This function adopts the second meaning of 'liquid'.

(v) TS = [state

liguid -NO  state =NO  owwgen

scanned word

*At this time, because the noun 'state' is onlv linked teo the value
*IQUID, the check between 'state' and 'oxvgen' succeeds  The result is as
follows. Notice that the noun 'liquid' does not ewpress a real object but
the value of the attribute 'state'

oxvgen

| STATE

XL1QUID

Figure 3.5 continued
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l 2

{ |
(1) RYUKADOU -NO DOu -TO 10U
copper sulfide copper (and) sulfur
l .
(2) RYU{ADOU -NO Dab -T0 SANSO
copper sulfide copper (and) oXygen
(1) copper (2) copper
ELEMENT PARQ Lfur ELEMENT . N\CARA
ELEMENT . oxygen
copper sulfide copper Sulfide
I : v | 3
(1) SUlso -TO SANSO ~-NO TAISEKI ~-NO HI
hvdrogen (and) oxygen volume ratio
(2) SUISO -TQ BEEKAA -NQO NAKA -NO EQITAI
hydrogen (and) beaker in liquid
(1) number (2) hydrogen
\
RATIO PARA
(;;}ume vo%:me) \\\1iquid
IATR-ATR TATR-ATR }PLACE
9
hvdregeng/ \oxygen place
IN
sbeaker

l , |

(1) ENK&NA%QRIUNB*ND SUIYOUEKI-TO ENSOSAN-NATORIUMU.

s0odium chloride solution (and) sodium chlorate
: 1
1

(2) ENKANATORIUMU ~-NO TAISEKI -TO SHITSURYOQU

sodium chloride volume (and) mass

(1) solution (23 volume

SOLVENT PARA IATR-ATR PARA
sodium chloride, sodium chlorate
mass
TIATR-ATR

sodium chloride

Figure 3.6 Examples of conjunctive
phrases
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(1) SANSO
oxygen

(2) SANSO

oxvgen

(1) SANSO
exvgen

(2) SANSO
oxvgen

~NO  TAISEKI -T0 SUISO -NQ
volume (and) hydrogen
~T0 SUISO -NO TAISEKI
(and) Thvdrogen volume
volume
IATR-ATR PARA
f{////f volume
OXYgeN TATR-ATR
hyvdrogen
-NO SHITSURYOU -TO SANSQ
mass (and) oxvgen

-NO SHITSURYOU
mass

TO TAISEKI
(and) volume

TATR~-ATR PARA

volume

IATR~-ATR
oxygefi

*(TO) 1s an optional element in these sentences

TAISEKI
volume

- ()

-NQ TAISEKI
volume

-(TO)

Figure 3 7 Examples of differing surface

structures conveving the same
meanings
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Step 1. The conjunctive postposition 20 s often followed by
another postposition TO in the succeeding part (Figure 3.7). Hence if we
find TO in the phrase, we do the following; if not, go to step 2. We
search for the sécond postposition in the succeeding part. If it is found,
then the noun phrase beforé the first postposition and the noun phrase
{nterposed between the first and the second pogtpositions are paralleled.

We employ the normal noun phrase analysis to the interposed noun phyase, ther
go to step &, If we cannot find the second postposition, we then go to step Z

Step 2. If a conjunctive postposition is not TO, or there is no
second TO, we execute the following substeps. (Noun-1 designates the noun
before the first postposition.)

a. Search for a noun identical to Noun-1 ir fkhe succexding
part. If found, let it be Noun-2, and go to step 3

b. If Noun-l 1s not an entity noun, then search for a noun
which belongs to the same categoryvy as Noun-1l. If found,
let it be Noun-2, and go to step 3

¢, Search for a noun which has an upper concept in common
with Noun-1l. If found, let it be Noun-2, and go to step 3.

Step 3. The phrase between the postposition and Noun-2 are analvzed
by the normal noun phrase analysis. This is now the second of the two

parallel phrases under consideration.

Step 4. The phrase before the postposition is analyzed by the normal
noun phrase analysis

Step 5. It is necessary to detert ine what portion of the phrase
before the postposition relates exclusively to Noun-1 To determine the left
end of the Noun-1 phrase (e.g., in Figure 3.8 below), we pick words one-by-one
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from left to wight, and check whether each word can modify Noun-2. The first
word found which cannot modify Noun-2 is considered the left end of the

first phrase (Noun-1l phrase).

SHIKENKAN -NO NAKA =NO ENSAN 0 DOV - (T
test tube in hvdrochloric acid voppey
(a) hydigchloric acid (m Wvdtochlotice actd
: p
PL&CE»ﬁ; PARA PLACF ARMA
place - copper place LOpPe
" * ’ * .
IN IN LACE
\ \ N Pl&\ €
test Tube test Lube
the hvdrochloric acid in the test tube e Bvdrochloric acid and copper
and the copper in thE test tube

Figure 3:8 Two different constructions according to the
two different determinations of the left end of the «c¢onjoined phrase

Step 6. Words to the right of Noun-I are checked to deteimine their
relation to the conjunctive phrase and its conjuncts  Checking proceeds from

left to right

The analvsis of the following phrade 1s illustrated in Figure 3.9

RYUKADOU -NO  DOU ~-T0 1ovr -NO  SHITSURYO =N HI
copper sulfide copper (and)  sultur WS & 1atio

the ratio between the mass of the coppet and the sulfur which econstitute
copper sulfide

(See pgs. 39-40 for this figure )
3 4 Analysis of a Simple Sentence

Japanese is a tvpical SOV language {n which ACTOR, OBJECT and other
case elements usually appear before the verd The construction of a tvpical

Japanese sentence is shown'in Figure 3,10 (see pg 40). A verb mav govern
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PHRASE.

meaning:

RYUKADOU ~-NO  DOU -TO

copper sulfide copper (conjunctive pp---and)
10U ~NO  SHITSURYOU -NO HI

sulfur Mmass ratio

the ratio of the masses of copper and sulfur of copper sulfide

sequence of analysis

(1)

(2)

(3)

(4)

Step 1. Find the conjunctive postposition T0,

RYUKADOU -NO DOV TO IOV -NO SHITSURYOU -NO HI
copper sulfide copper sulfur mass ratio
|
former part succeeding part

Step 2c. Find from the succeeding part the noun which belongs
to the same category as 'copper' In the above
phrase, the noun 'sulfur' is found.

RYUKADOU -NO  (DOU ~T0 I0U -NO) SHIRSURYOU -NO HI
copper sulfide copper l mass ratio

temporarilv determined
scope of the conjunctive
phrase

Step 3 not appiicable

Step 4 Analyze the phrase bpfore the postposition TO

( qcopper = TO IOU -NOY  SEITSURYOU -NO HI
} sulfur mass raiio
ELEMENT

copper sulfide

Figure 3 9
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(5) Step 5.

( a.copper =TO lﬂﬁsulfur -NO)

ELEMENT

The second noun of the conjunctive phrase, 'sulfur'
i checked against the leftmost noun of the phrase
before the postposition 'copper sulfide'. This

noun is related to the first noun of the conjunctive
phrase, 'copper'. ‘'copper sulfide' is also seen

to be related to 'sulfur'., This places the lett

boundarvy of the Noun-1 phiase immediately to the
left of 'copper'.

SHITEURYOU =NO M1
mas s ratio
FLEMENT |
¥ succeeding part
rd

lvmpp@r sulfide

|

conjunctive phrase

(6) Step b.
maASSs
TATR-ATR
copper

ELEMEﬁ?

The two nouns, 'copper' <and 'sulfur', in the
cbnjunctive phrase are cheched against nouns in the
portion following Noun-2  Because the noun 'mass'

can be related to onlv individual physical objects,
the noun 'mass' 1s duplicated for 'copper' and 'sulfur

mass) NO HI
ratio
IATR-ATR
sulfu
ELFMENT

copper sulfide

The noun 'ratio' is related to a conjunctive phrase

as a whole. Hence, we obtain the following result
for the entire conjoined phrase

number
RATIO
(mass mﬂﬁ? ) o
IATR—ATR? JATR-ATR
COpper sulfur
ELEMENT ELEMENT
copper sulfide
Figure 3.9 continued
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ex 1)

ex 2)

|
KARE -~WA GASU-BAANAA =DE SHIKENKAN =-NI IQETA
He (all cases) gas burmer  (INST) test tube (PLACE) put in

be—relative clause =l

EKITAI -0 M sbru
liquid (OBJ) heat

meaning: He heats the liquid which is put in the test tube,

ENSOSAR~-NATORIUMU -0 GASU“BALNAA -DE (ENSOSANLNATORIUNU-O)*

godium chlorate (0BJ) gas burner (INST) sodium chlorate (QBJ)
i v

SHIKENKAN -NI IRETE NESSURU.

test tube (IN, PLACE, etc.) put in heat

weaning: (Someone) puts sodium chlorate in a test tupe and heats it.

(*)Usually this phrase is omitted.

Figure 3.10 Typical Japanese,
Sentences
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several noun phrases -- case &lements —— preceding it. A relative clause
modifying a noun may appear in thet form '- - - wverb + nown - - ~'. The

right end of the scope of the clause is easily identified by finding the
verb, but the left end is harder to {dentify. In Figure 3.10 the noun

phrase NPy+l {8 & case element of verb Vi. The noun phrase NPj is governed
by verb V2. Because the rule projections hold (i.e., clauses do not overlap)
in Japanese as ir other languages, all noun phrases between NP{,) and V| are
goveined by V), and the noun phrases before NP{ are governed by V2. Howewver,
boundaries as between NP{ and NPy4+] cannot be determined unigquely by
syntactic cvlues alone. To determine them we must use semantic relationships
such as case relationships between noun phrases and verbs.

In English case in surface structure is generally evident in the
order of phraseg. In Japanese, the ordering of noun phrases is relatively
free A postposition attached to 8 ocun phrase usualky shows the case which
the noun phrase plays in the sentence The postpositions usually used in

Japanese and the deep cases coiresponding to them are tabulated in Table 3.3

TABLE 3 3 Postpositions in Japanese and
case relationships

postposition case

-GA ACT. SUBJ

-NO NMOD (ACT, SUBJ)

-0 OBJ

-NI RESULT, IN, IOBJ, TO,PLACE, CAUSE, TIME
-HE TO

-T0 FACT, RESULT, TAISHO

-KARE FROM, SOURCE, CAUSE, METHOD, PLACE, TIME
-YORI FROM, SOURCE

-DE INST, SOURCE, CAUSE, METHOD, PLACE, TIME
-MADE TO

-WA all cases

-DAKE

~-MO all cases

-SHIKA




From this table one can see that a postposition in surface structure does
not necessarily correspond to a unique deep case. In the cauise of analysis
we must assign appropriate case labels by considering the case frames of

the main verb along with meanings of the he&ad nouns of the noun phrases.

A postposition also plays the role of a delimiter which shows the
right boundary of a noun phrase. The outline of the analysis of a simple
sentence is as follows

(1) At first the program looks for a verb in the input sentence.

Because there may be embedded sentences which modify nouns in the

main sentence, there is usually more than one verb in the input

sentence. The program picks up the leftmost verb of the sentence

(2) The strine before the verb is segmented by lacating post-

positions

(3) Since each segment is assumed to constitute a noun phrase, e

is passed to the program which anaiyzes noun phrases.

(4) When all the segments are analyzed and the head nouns aie

determined, the program checks each noun phrase against the verb

asking whether a case relationship will be satisfied between the
noun phrase and the verb The checking is carried out right to

left starting with the phrase nearest the verb

(5) When there are no more noun phrases to be checked, or when a

noun phrase which cannot be a case element of the verb is found, the

checking is terminated. If there remains an intrinsic case slot of
the verb which has not been filled, we search for an appropriate
noun to fill the slot from the context This searching process will

be explained in section 4.

- 43 -



We determine whether a noun phrase can be a case eldament ot a verb
by the following syntactic and semantic clues

(1) The type of postposition which tollows the nouh phrase. This

marks case in the surface structure.

(2) The case frames of the verbd,

(3) The meaning of the head noun of the noun phrase
The postposition delimits a set of possible cases by which the noun phrase
may be telated to a verb, . We must choose an appropriate one from this set by
using the second and third types of information. The case glot fillers in a
case frame of a verb are welatfvelv upper concept nouns, A sentence 1s
considered to be an ihstantiation of a case frame, and the nouns emploved
will be lower concept nouns of the nouns in the case frames.

Suppose we analvze the sentence:

SHOKUEN =0 MIZU  -NI TOKASU
salt (OBJ) water (IN, RFSULT, TIME, etc.) wmelt, dissolwve

(Someone) disscolves salt in water.

We can check whether the sentence matches the case firame ot TOKASU

TONASU  ((ACT human) (OBJ material) (IN liquid))
melt

dissolve
The checking is performed by considering whether 'salt' is a lower concept
noun of 'material', and whether 'water' 1s a lower concept noun of 'liquad'
Because a case framc contailns only iitrinsic cases of a verb, we
check extrinsic ones when a noun phrase is found not to be an intrinsic
case element of the verb. That is, we check whether the postposition can

mark the TIME or PLACE, and whether the noun phrase 1s an instance of the
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noun 'place' or 'time'.
The above process may appear straightforward But sentences can
have several possible interpretations for the following reasons
(1) A verb may haye more than one usage (i.e., a verb may have
several case frames)
(2) A postposition can indicate more than one case. Some post-
positions can occur with almost any case; WA is an example.
(1) A noun modified by an embedded sentence is usually a case
slot filler of the embedded sentems But we may have no
syntactic clues as to what case to assign to the noun
In the event of multiple interpretations the program derives labled
interpretations showing all possible case relationships between specific
nouns and verbs, We choose the interpretation showing the preferable matchin
of nouns and case by using an evaluation function below which has been

established empirically.

6 XC1 + 2 X3
CFN

Cd
S

(CFN, C1 "2, ¢3)

+

CFN : number of intrinsic cases in a case frame
Cl . number ot intrinsic case elements which are filled by the
noun phrases in the sentence
C2 * number of extrinsic case elements which are filled bv the
ndéun phrases in the sentence,
C3 . number of intrinsic case elements which are filled by the
noun phrases in the preceding sentences
The value of this functjon indicates the degree of matching between a

entence and the case frame of the verb in question. The trial frame which
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gives the highest matched value is selected We then proceed to the analvsis
of the remaining strings. If the selection is found to be wrong. during the
succeeding analysis, control comes back to the point at which the decision

was made, discards it, and chooses the pattern which gives the neat highest

matching value.

IV  CONTEXTUAL ANALASIS
4.1 Basic Approach to Contextual Analvais

Qur view of the process of sentence understanding is roughly as
follows, One reads sentences from left to right and understands them in
succession. When he/she cannot understand a semtence satisfactorilv, he she
refers back to the preceding sentences to obtain a hey to understanding If
he/she cannot find what is neeed , he/she leaves the question pending and
proceeds to the next sentence If a phrase or a sentence 1s found which
seems to solve the question, then hesshe checks whether 1t can really
1esolve the question. If so the senténce is properlv organized into the
previous context and the question is dismissed In any case the pending
question is likelv to be dismissed as time passes

We feel this process of sentence understanding i1s not especiallyv
complex. It can be realized through an arciricial intelligence approach
While we recognize that some kinds of problems may be solved only by using
complicated logical operations, we think most problems in language under-
standing can be solved by relatively simple operations  Logical operations
may only be effectively applied on a complete data base in which all the
necessary axioms (corresponding to human knowledge) are declared and no
contradictory axioms exist. In the course of reading sentences, one has
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only partial knowledge about the context, and therefore, his knowledge

is not complete. However, he can understand the meanings of sentences
before he reads through the entire set. This means that one is content with
incomplete deductions for understanding sentences. For this reason, we
employ rather than logical operations, heuristically admissible operations
which use an intermediate term memory structure and various semantic
relationships described in the dictionary.

We conceive of three types of memory. Long term memory incorporates
knowledge of the world, not considered here. Short term memory is for
immediate recall of unanalyzed strings under consideration. Intermediate
term memory is limited but contains a structured representation of recently
analyzed strings and strings under analysis. We summarize our approach as follows:

(1) Contest is entered into the intermediate term memory.

(2) Two kinds of intermediate term memory are prepared. One 1s

for representing the current contextual content, and the other is

to sustain pending questions. The former is further divided into

the noun stack (NS) and the hypothetical noun stack (HNS). The

latter is called the Trapping List (TL).

(3) Contextual analysis is perf rmed after the processing of each

syntactic unit such as a noun phrase or a sentence which conveys

a unitary idea.

(4) NS is organized such that theme words of sentences can be

easily retrieved. Here 'theme words' mean the key subjects men-

tioned in the sentences.

(5) Sometimes we have to refér to the succeeding sentences in order

to understand a septence. In such cases we do not immediately refer
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to the succeeding sentences, but instead hold a pending question

in TL to be resolved in the course of analyzing the encceeding

sentences,
4,2. Memory Structure tor Contextual Information

The analysis of a sentence is primarily grounded in the semantic
descriptian -- case frame -- ot a main verb. Contextual analvsis is mainly
grounded in accumulated intormation about nouns.,  The objects o1 convepts
that are the thewes of the sentences, and what has been predicated of them car
usually be characterized in terms of the nouns appearing in the sentences,
and these offer important clues tor contextual analvsis.

We assign a different LISP atom (produced by the LISP function
'gensvm') to each noun which appears Information about each is entered

on tHe respective propertv list, The fldgs tabulated in Table 4.1 are used.

TABLE &4 1 Information attached to a noun atom

relation content

LEX link to the dictic., 1y leaical descriptions

SATR (A V) paigs which specity this obiect

CASE link to the case~frame in which the object appears

PRE link to any noun atom which appears in the previous
sentence, and which represents the same object as
this atom

POST the inverse relation of PRE

SMOD link to anv relative clause which modifies this
obiect

PARA link to any noun atoms which appear in a conjunctave
phrase together with this object

We can retrieve all the descriptions given for an object to which a noun has
been assigned., We stack these LISP atoms called Noun Atoms on NS and HNS
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(A) Noun Stack (NS)
When we start to analyze a sentence, we stack a list of noun atoms
which are assigned to the nouns in the sentence. These noun atoms are

reordered according to their degrees of importance. NS has the construction

shown in Figure 4.1

( ( noun-atom-1l, = = = = =~ , noun-atomr-i)(- - - = )(- - =) )
L ]

1list of noun atoms corresponding Lo nouns
which appear in the most recent sentence

Figure 4.1 Construction of NS

Ta decide how important a word is, we use the following heuristics.
(1) In Japanese a theme word 1s often omitted or expressed by a
pronoun in succeeding sentences after i1t appears once. In other
words, the word which 1s omitted or expressed bv a pronoun 1s an
important word for the understanding of a sentence.

(2) A theme word mav appear as 'subject" in the surface structure.
To emphasize a word which is OBJ-case in deep case structure, or to
de-emphasize a word in the ACT-case which is not worth mentioning,
the passive voice may be used. This places a stressed word in the
subject position of the sentence which would otherwise appear as
object or indirect object

(3) The importance of a head noun 1n a noun phrase is greater than

that of other nouns.

A simple example of ranmking by importance 1s shown in Figure 4.2, zinc appears

in all the sentences and is the theme word.
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Input sentence

N1l N2 N3
RUTSUBO -N1 100gr=NO  SHITSURYOU-XNO
melting pot (PLACE, TIME, 10BJ, ete.) MAS b

N& NS

AEN -0 IRETE GASU-BAANAA -DE

zinc (OBJ, T0BJ) put in gas burner (PLACE, INST,ete )

NESSH1, TOKASHITA.
heat melt (PAST TENSE)

Meaning of the input sentence:

Sl (Somevne) put 100g of zinc in a melting pot
52 (Someone) heated it bv a gas bumer,

S3* (Someone) melted 1t.

957

Changes of N
Beginning of the analvais of S1: ((N§ N3 N2 N1))
End of the analvsie ot §1 ((N& N1 NI NI
Beginning of the analvsis ot 82 CONSY(NG N1 N3 N2D)
End of the analvsis of 82 (NG NSY(NG N1 N3 N
Beginning of the analysis of §3 (NIL (Na¢ NS5)(N& N1 N3 NIV

End of the analvsis of S3 ((N&) (N& N5 (N4 N1 N3 N2))

Figure 4.2 Changes of NS
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(B) Hypothetical Noun Stack (HNS)

We first show examples which cannot be properly analyzed without HNS.

(a) SUISO ~-TO SANSO =0 2:1 =NO WARIAI -DE KONGO-SHI,
hydrogen oxygen (OBJ) two to one ratio intermix
KONO KONGOUKITAI “NI == ===
this gas mixture (PLACE) - = = = =
(Someone) intermixes hydrogen and oxygen in the ratio of two to one,

- = = = in this gas mixture - = = -« -

(b) SHOKUEN 5gr -0 MIZU 100cc -NI  TOKASU,

salt five grams (0BJ) water 100cec  (IN) dissolve

KONO SUIYOUEKI - WA
the solution

s v emoma  wsma  wws

(Someone) dissolves 5 grams of salt in 100cc of water.

The solution is - - - - -
In these two examples, though the demonstrative KONO (the, this) is used,
the object referred to does not appear explicitly in the precedine sentence.
The object referred to is produced as the result of the event which is
expressed by the preceding sentence. As mentioned before, we append to case

frames in the verb dictionary descriptions of any objects which may be

created 1if the verb is used.

TORASU (dissolve) has the case frame:
((ACT human) (OBJ wmaterial)(IN 1liquad))
and this case frame has the additional description:
(NTRANS (CREATE 'solution ('solvent (X IN))
("solute (X 0OBJ)) )).
The symbol ¥ in this description is a LISP function which £ills the
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specific case elemwents indicated in the argument from the current realization

of the case frame. The sentence

SHOKUEN  5gr -0 MIZU 100¢¢ =N1I TOKASU,
salt (0BJ) water () disgolve

assoclated with the above case frame results in the following interpretation:

a new object, a solution whose solvent is water and whose sclute i salt

results. We represent this newly produced object in HNY instead of K8

for the following two reasons.

1. As the description is based on uncertain knowledge, it is likely, but
not necessarily so that the object is produced in the real world., If we
find some descriptions of this derived object in the succeeding sentences,
we will decide it really exasts and transfer the representation from HNS
to NS,

2, Because the newly produced object is referred to in the succeeding
sentences sometimes by different words or by svntacticasly different
forms, it is comvenient to stackh them individuallv in HNS,

4.3 Estimation of the Omitted Words

In the analysis of a Japanese sentence it is important to supply
omitted words drawing from preceding or succeeding sentences. To do thls

we must be able to:

1. recognize that a word is omitted and
2. search for an appropriate word to f£{l11 the gap

Our contention 1s that an indivlidual syntactic unit such as a noun phrase or

a simple sentence conveys a definlte idea; a noun phrase may designate a

certain definite object, a concept, or whatever, and a simple sentence mav

describe a defin televent. In order that a simple sentence describe a

definite even, €ach intrinsic case element of the case frame must be
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specified by particular objects. We can detect an omitted word by searching
for unspecified case elements in 4 case frame. Moreover, we can guess from
the case frame what kind of nouns shouid be supplied tu £ill anv gaps,

In this manner we can detect and supply omitted words by using the
semantic descripcions in the dictionary.
(1) Omitted Words in a Simple Sentence

When we have finished the analysis of a simple sentence, we check
whether there remain some intrinsic cases to be specified. 1f there remain
some, we search for appropriate fillers in the preceding sentenhces. The

gsearching process is carried out in the following way.

(i) We search through HNS first, because an object newly created by
the preceding event is often the theme object of the preseat event.

(ii) 1In Japanese, identical case elements in succeeding sentences are
apt to be omitted. So the previous sentence is searched for elements having
the same case relation as the one under consideration through NS,

(1i1i) 1If the above processes fail, then we check the words in NS or al
the words that have appeared in the three previous sentences one-by-one until
we find a semantically admissible word.

(iv) 1If we cannot find a suitable word, we set up a problem in the
trapping list TL (mentioned in the next section).

Some results of the processing are shown in Figure &4.3. (pgs. 54-56).
(2) Umitted Word in a Noun Phrase

A noun is classified as either an entity word or a relational word.
Most nowna have definite meaning by themselves, and are regarded as entity
words. However, some kinds of nouns have relational meaning. That is to
say, they have slots in their wmeaning to be filled in by other words, in
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{a) Input sentence:

AMMONIA -0 MIZU -N1

ammonia (0B.J) water ({ PLACE, TIME, IOBJ, etc.)
TOKASHI, RITOMASUSHI «Q TSUKERU.
dissolve, melt litmus paper (0BJ, I0BJ) soak, put, etc.

meaning: (Someone) dissolves ammonia in water and puts litmus
paper (in it)

Analysis Process:
result of the analysis of the fiist sentence

LNz TOKASU (dissolve)

ACT OBJ PLACE
(someone) ammonia watler
(ND) (N2)
NS = (( N1 N2 )) HNS = ((N3 ))
ammonia water komixtuwe
—g0lution=-N2

b GO0l ven t—=N1
*intermediate result of the analvsis of the second sentence
= TSUKERU {soak, put in)

{OBJ

(someone) litmus paper (liquad )
N&

*fingl result obtained after searching

=z TSUKERU (soak, put in)

]

ACT 0BJ
(someone) litmus paper 3
N& N3

Figure 4.3
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(b) 1Input sentence:

NAFUTHARIN -0 SHIKENKAN -NI

naphthaline (0BJ, I0BJ) test tube (PLACE, IOBJ, IN, etc.)

IRE, GASU-BAANAA  -DE NESSHITE, TOKASHI, KAMNSATSUSURU.
put in gas burner (INST, METHOD) heat melt observe

meaning: (Someone) puts naphthaline in the test tube,
(Someone) heats (it) by a gas burner.
(Someone) melts (the naphthaline).
{Someone) observes (the naphthaline).

Analysis Process:

*result of the analysis of the firs. sentence

PUT
ACT 0BJ IN
N1 N2
(someone) naphthaline test tube
NS = ( (N1 N2)) HNS = NIL
temporary assertion:
EXIST
sy IN
N1l 2

*intermediate result of the analysis of the second sentence

HEAT

(someone) (material) §3

gas burmer

Figure 4.3 continued
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*final result after searching

(aﬁwmmne) naphthaline gasdburner

NSt = ( ( N1 N3I( N1 N2) )

*Though the third and fourth sentences also have emply case
markers, they are properly filled in. The following result is
obtained.

XIST
HEAT MELT OBSERVE
N acT | INsT acT ACT oBJ

(someone) (soteone) @ (someone)

/ g burner /

naphthaline

Figure 4.3 continued
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order that they express definite ideas. Sometimes a relational noun is used
alone in a noun phrase. In this case the relational noun must be semantically
connected with other words which are omitted in the presen. noun phrase. Such
examples are shown in Figure 4.4 below.
(1) Tou -0 NESSURU TOKI 1IRO -GA HENKASURU.

sulfur (OBJ, IOBJ) heat when color (SUBJ) change

meaning: When (someone) heats sulfur, the color changes.,

The phrase 'IRO -GA is a noun phrase but it 18 incomplete
color (SUBJ)

by itself. We can easily understand the color means 'the color of the

sulfur.
(2) ENSAN -0 SHIKENKAN -NI
hydrochloric acid (OBJ) test tube (PLACE, TIME, etc.)

20cc IRERU.
put in

meaning: (Someone) puts 20cc of hydrochloric acid in a test tube,

*The word 20cc¢ is put in a separate position from ENSAN (hydrochloric

acid) in the sentence. It, however, specifies an attribute of the acid,
VOLUME.

Filgure 4.4

As the final step in the analysis of a noun phrase, we check whether
there remain relational nouns which have no definite meaning. If found, we
gearch through NS for words which are suitable to fjl1 in the slots of the
nounsg. The searching process 1s che same as for omitted words in simple
sentences. Sometimes the omitted words exist in succezding sentences, so
we can set up a problem in TL, if we cannot find an appropriate word in the

preceding sentences.
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(3) Detalled Description of the Trapping List (TL)
Most anaphoric expressioms and omitted words are well analyzed by
searching through the preceding sentences. However, we need sometlimes to

refer to succeeding sentences in order to anslyze a senten¢e properly. The

sentences shown in Figure 4 5 dre examples.,

(1)  NESSERARETE, JOUTAI ~-GA HENKASURU  KAGOUBUTSU “Q = ==
be heated state  (ACT, SUBJ)  change compound (0B - -

N

what 1s heated| [of 'what' state changes

meaning: - - - - the compound which is heated and whose state changes-
(2) ONDO -0 ITTEI -NI SHI, ATSURYOKU -0
temperature  constant (PLACE, RESULT, etc ) pressure  )0BJ)

KUWAETA TOKI, KITAI -NO  TAISEKI -WA - - -

increase when gas volume
l
of "what' temperature is kept constant of 'what' pressure

is increased

meaning: When the tewmperature is kept constant and the pressure is
increased, the volume of gas - - =

Figure 4.5 FExamples where omitted words appear in
succeeding sentences

Because the preceding sentences have already been analyzed and both HNS and
NS have been set up, it is easy to refer to the preceding sentences On the
other hand we cannot immediately refer to the succeeding sentences if thisis
called for.

To solve this problem we set up a trapping list TL. The basic
organization of TL is shown in Figure 4.6. A trapping element IS a triplet
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¢ (N (F1  arguments) (F2 argument$)? ~~~~~ )
|

a trappingelement

N: number
Fl: arbitrary lisp function

F2: arbitrary lisp function

Figure 4.6 Construction of TL

and corresponds to a pending problem. When we cannot find an appropriate

word in the preceding sentences for an omitted word or an anaphoric expression,
we put a new trapping element in TL. At this time the first of the triplet,

N, is set to zero. When a noun phrase dn a succeeding sentence is analyzed

we pick up nouns from the noun phrase one-by-one and check whether the

present noun can resolve a pending problem in TL by evaluating the function

Fl 1n the trapping element.

We have defined several LISP functions for the function Fl. These
functions work as follows.

(1) They check whether a noun at hand Fan solve the:problems in TL.

(i1) 1If it can do so; they update the dita (for example, if the
function F1 is the function which searches thg words in TL for filling in
the omitted case element, then the function will put the present noun in the
case frame), and return the value 'DELETE' Then the system will delete
the trapping element from TL.

(iii) 1If it cannot do so, the system adds 1 to N, the first element

of the trapping element. When N exceeds five, the trapping element is deleted

frow TL. That is, it is decided that the problem corresponding to the trapping
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element can not be solved at all. Before the deletion of a trapping element
its third element, the function F2, is evaluated. Thus far F2 has mn&y been
used to provide default values to allow' some {nterpretation »sr pending
problems,

By using the idea of TL, we can separate rrious checking wechanisms
from the main program. They can be invoked sutomatitally when a noun appears
in a sentency. The idea of TL resembles that of E. Charniak’s 'dewmen' (1972},
When his system encounters a certain word, for example, 'plgav bank', it creates
a demon which tries to catch from the succeeding sentences any word (e.g.,
money) related to the key word. We fear that unnecessary knowledge will
clog the system with a 'combinatorial explosion' resulting from the prolifer-
ation of demons. Our trapplng element is put in TL only temporarily to
compensate for any missing elements to be retrieved from succeeding parts.
Hence the unuecessary proliferation of elements mav be avoided.

4.4 Processing of Anaphoric Expressions

In Japanese anaphora is expressed by using the articles KONO, KORE,
oN i?géa“ which correspond roughly tor "the', 'this' and 'these' in English,
TKa vré#noun KORE is used to designate a single object in the preceding
senténtes, and the pronoun KORERA is used to designate plural objects. The
article KONO iS ysed as a constituent of a noun phrase. Though the articles
in English modify the first succeeding noun, KONO often modifies a noun at

some distance. An example is gjiven in Figure 4.7,

noun noun noun
KONO SHIKENKAN ~NO NAKA -NO DOU
this test tube 1n copper

%the copper in this (inside of) the test tube
this copper in the test tube

Figure 4.7
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In this example there are three nouns following the article which
can be modified by it syntactically. We must decide the preferable modifica-
tipr pattern by using contextual information. 1In the analysis of a noun
phrase, we scan the words one-by-one from left to right. When we catch the
article XONO, we put it in the temporary stack. The word will then be
checked to see whether it can modify a noun in the following noun phrase.
When we scan the noun SHIKENKAN (test tube) in Figure 4.7, we check whether
the object indicated by it was already mentioned in the preceding sentences.
If it was, then the article KONO is regarded as modifying the noun 'test
tube'. If not, the article is stacked again. In this way the article will

be checked against tne nouns in the noun phrase until the noun modified by

it is found.

The article KONO is used in the following two ways:

(1) SANSO -GA ARU KONO SANSO -0 - - - -
oxygen (SUBJ, ACT) exist oxygen (0BJ)
There is oxygen The oxygen - = = = - -

The noun SANSO modified by the article KONO is the same entity noun which

appears in the first sentence.

(2) SANSO -GA ARU, KONO TAISEKI -0
volume (0BJ)

There is oxygen. The volume of the oxygen - - - - - -

In this case KONO alone designates the entity noun SANSO which appears in
the first sentence. This usage is permitted only if the noun modified is a
relational moun. If the noun has only a relational meaning, the second usage
appears more often than the first.

The meaning descriptions of articles and pronouns like KONO are

procedually expressed by LISP functions. The functions in the dictiomary will
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be evaluated if we find such words in a sentence. The functicn for KONO
operates 1n the followlng way.
(1) A<check is made to see if the succeeding ndun is 1elational, If the
noun has only & relational meaning, it is first assumed that the article
KONO is of the second usage and we go toe step (3). If not, we go to
stepr (2).
(2) The first usage of KONO has the following three varietdes,
(1) SANSO -GA  ARU, KONO SANSQ =0 = = = =
There is oxygen. The oxygen - - - -

The noun modified by the article is the same noun which appears in the

preceding sentence.,
(i1) SANSO -GA  ARU. KONO  KITAI -0

There is oxygen The gas - - - -

The noun 'gas' modified by the article is an upper concept noun of the

referent noun 'oxygen',

(1i1) SANSO ~T0 SUISO -Q KONGOUSURU. KONO KONGOUKITAI =0- =
oxygen and hwdrogen  (0BJ)  mix gas miszture (0BJ)
(Someone) mixes axygen and hvdiogen. The gas mixture - - -

The article modified & nominalized form of the first sentence. The
first sentence instantiates the case frame of the verb 'mix' We evaluate
the NTRANS description of the case frame and obtain a new inferenced object
"mixture', whose elements are the oxygen and the hydrogen. The noun
KONGOUKITAL modified by the article is a lower concept noun ot the inferenced
noun (mixture) in HNS.

According to these three varieties, we provide the following three
check routines. The order of checking in shown in Figure 4.8
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Figure 4.8 The order of checking

(check 1) 1Is there in the list the same noun as the noun modified by KONO.

(check 2) 18 there in the list a lower concept noun of the noun modified
by KONO.

(check 3) 1Is there in the HNS list an upper concept noun of the modified
noun, and are its properties consistent with those of the
modified noun.

If we can find a noun which satisfies one of these three conditions, we

decide that it is the referent noun. If we cannot, the function for KONO

returns the value NIL.

(3) If the noun which follows the article has a relational meaning, the
meaning description of the noun has slots which must be filled in by
other words. What kind of nouns is preferable for the slots is described
in the meaning description. We search in NS and HNS for an object
which satisfies the description. For example suppose the input is

SANSO -GA ARU. KONO TAISEKI - - -
oxygen (ACT SUBJ) exist volume

The noun TAISEKI is an attribute noun. So we look for a noun which may have

the attribute and recognize that oxygen is appropriate. Another example is

SHIKENKAN -GA ARU. KONO NAKA -NI - - =~
test tube (ACT SUBJ) exist in (PLACE, RESULT)
There is a test tube. In the(test tube)~ - -
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The noun NAKA (in) is a prepositional noun which requires a 'container' or
'liquid'. We can easily recognize the test tube as a lower concept noun of
'container.' Therefore we assume the word KONO is used for the test tube.
If we find no such nouns, we suppose that the article KONO is not of the
gsecond usage but of the first. So we will ga to step 2.

The pronoun KORE (this, it) is used in sentences as & case e¢lement,
We can predict the kind of objects designated by the pronoun by using the
case frame description of the verb in a sentence. The postposition attached
to the pronoun indlcates a set of possible cases. B, taking from the frames
the cases which belong to the set, we can obtain the semantic descriptions
which are satisfied by the object designated by the pronoun So we search

through HNS and NS for an object which :atisfies the descrjptions. Consider

the following:

MIZU 500cc -GA ARU, KORE -N1 SHOKUEN

water (ACT SUBJ)exist (PLACF, RESULT, salt
TIME - - =)

2gr =0 IRERU

(0BJ) put in

There are 500cc of water. In this(water)(someone) puts in 2 grams
of salt.

The set of possible cases for the postposition NI is (PLACE, RESULT, TIME,

BENEFICENT - - -), and the case frames of IRERU (put :in) have the cagse PLA...

We can predict that the pronoun KORE (this, it) fills the PLACE case jn the

sentence. The semantic description says that a lower concept noun of
container' or 'liquid' is preferable as the PLACE case of the verb IRERU
(put in). The object 'water', which is a lower concept noun of 'liquid',

is found in NS, and is determined to be the object designated bv the pronoun
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We have some other pronouns and articles in Japanese which are analyzed
in the same way. We provide different LISP functions for different pronouns
and put them in the dictionary definitions of these words.

T. Winograd treated the same problems in his excellent system
SHRDLU (1971; 1972). However, the world which his system can deal with is
very limited. In order to construct a system which can treat a wider range
of sentences, the system should be equipped with the schema representing
the relationships between events and object (an event may imply thé occurrence
of new objects or changes in the propertied of objects). 1In real world
sentences, there exists more complex phenomena about anaphoric expressions
and omissions of words than those treated in SHRDLU. We do not claim that
our system can treat such cotplex pnenomena, but we hope that our system can

be evolved to cover such phenomena by means of combining contextual analysis

procedure with semantic descriptions of words.

Vv  ANALYSIS OF COMPLEX SENTERCES

In the previous sections we described the semantic and contextual
analysis procedure ©f our system. In this section we explicate by using
example sentences how these functional units are organized in order to
analyze fairly complex sententes.

(1) Suppose the input sentence is

ASSHUKU-SARETE TAISEKI -GA HENKA-SURU TOKI -NO SANSO -NO

be compressed volume (SUBJ ACT) change time oXygen
when

JOUTALI -0 KANSATSUSHI, SORNO ATSURYOKU -0 SOKUTEISHI,

‘state (0BJ) obserye the, its pressure (0OBJ) measure

SORE -0 GURAFU -NI1 ARAWASU.

it (0BJ) graph (PLACE, RESULT) express

(Someone) observes the state of the oxygen when it is compressed and the
volume (of it) changes, measures the pressure, and expresses it by a graph.
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The sentence is analyzed by the following steps.

1. The program first tries to find the leftmost verb, amd analyzes
the clause poverned by the verb., The sentence ASSHUKUSARETE (be compressed)
is analyzed first. This sentence has an irregular structute in the sense
that there are no explicit case elements before the verb, All case elements
are omitted in this sentential puul. By checking the inflection of the verb
(ASSHUKU-SURU (to compress) ---ASSHUKUSARE (to be compressed)), we recvognire
that the sentence is in the passive voice. The lesical description of the
verb in the word dictionarv indicates that it takes two intrinsic cases,
that is ACTOR and OBJECT. In a Japanese sentence especially in the field
of chemistry, the case element ACTOR is apt to be neglected. Therefore we
adopt a dummy filler fo:r the ACTOR to represent the author of the sentence
or some other human being. As there are no preceding sentences, we cannot
f1ll in the OBJECT case immediately. So we set up the pending problem in
TL which will watch the analvsis of the succeeding strings to fill the gap

2  The clause TAISEKI-GA HENKA-SURU will be analyzed next The
verb HENKA-SURU (change) requires onlv SUBJ case  The postposition UA
attached to the noun TAISEKI (volume) possibly implies the case SUBJ. The
noun TAISEKI 1s a lower concept noun of 'attiibute', which satisfies the
semantic condition for the case element. S0 this sentence is analvzed in a
straightforward manner. However, because the noun TAISEKI is an attribute
noun, we must find the corresponding enrity noun. That 1s, we must identify
the object whose volume is being referred to. As we cannot find such an
object in the preceding sentences, we set up a pending problem in TL. Bs
checking the inflection of the verb HENKASURU (change) and noting that it is
immedigtely followed by a noun, it is recognized that the sentence is an

embedded sentence modifying the following noun TOKI (time, when). We then
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connect this sentential part wita the noun TOKI by using the relation SMOD
(MODified by a Sentence).

3., When we analyze the next clause,

TOKI -NO SANSO -NO JOUTAI -0  KANSATSU-SURU

time oxygen state (0OBJ) observe
when

we first perform the analysis of the noun phrase TOKI-NO SANSO-NO JOUTAI.
The combination of the two nouns TOKI (time) and SANSO (oxygen) is semantically
permissible because 'oxygdn' is a lower concept noun of 'material', and can
be modified by a word which designates a special point of time. The noun
TOKI (time) is modified by the sentential part analyzed at step 2, and
designates the time when the event expressed by the sentential part occurs.
The combination of SANSO (oxygen) and JOUTAI (state) is also permissible,

The nouns TOKI (time), SANSO (oxygen) and JOUTAI (state) in the noun
phrase activate the trapping elements in TL. The noun SANSO (oxygen)
satisfies the conditions of the two trapping elements set up by stepsl and 2.
That is, SANSO (oxygen) fills in the case OBJ of the first clause, TAISEKI
(volume) in the second clause is regarded as the volume of the oxygen in the
current clause.

&, The next clause ATSURYOKU-O SOKUTEISHI presents no new problems.
However a referent for the nmoun ATSURYOKU (pressure) must be found. 'Oxygen'
in the preceding sentence is easily found to satisfy the conditions for
having the quality ATSURYORU (pressure).

5. The remaining steps follow along similar lines. The results of
the parsing of the expression are shown in Figure 5 1. (pg. 68).

(2) The next example shows how HNS is used. Suppose the input sentence is
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(1)= Input sentence:

ASSHUKUSARETE, TAISEKI -GA HENKASURU  TOKI -NO

be compressed volume (ACT SUBJ) change when

SANSO -NO JOUTAI -0 KANSATSUSHI, SONO  ATSURYORKV =0
oxygen state (0BJ)  observe the pressure  (OBJ)
SOKUTEISHI, SORE -0 GURAFU -N1 SURLE,
measure it (oBJ) graph (10BJ, RESUVLT, et¢.) represent

meaning: (Someone) observes the state of oxygen which is compressed

and whose volume changes. (Someone) measures the preasure
and represents it as a sraph.

result of the

weasurement \
EX

‘?@
STRUCT

EASURE [REPRE\ENI:]
v
0BJ

\someone) (bcm@oneB (qmvw@ne)

IVIR - MR {//{/x
XEbbUI‘Q
graph

INST

time 4-LEX

COMPRESS|  [CHANGE
ACT SUBJ
(someone) IATR-ATR

LEX

vo{ume

0BJ

Figure 5 1

- 68 -



SUISO -T0 SARSO -0 KONGOUSHI, KONO KONGOUKITAI ~NI

hydrogen and oxygen (OBJ) mix the gas mixture
TENKASURU  -TO BAKUHATSU-SHI, MIZU -GA DEKIRU.
fire (1f, vwhen) explode water (SUBJ, ACT) be made

1f (someone) mixes hydrogen and oxygen, and fires the gas mixture, then (it)
explodes and water results.
The following steps are performed,

1. When the analysis of the first clause SUISO-TO SANSO-0 KOMNGOUSHI
is complete, the case frames of the verb RONGOUSHI are instantiated. The
NTRANS expression of the cgse frame which obtains the highest matched value
is determined. As the result a new object 'mixture' is created and the
elements of the mixture are hydrogen and oxygen. This newly created object
is put into HNS,

2. The noun phrase KONO KUNGOUKITAI-NI (to the gas mixture) in
the clause is modified by the anaphoric determiner KONO (this) which requires
a referent. The noun KONGOUKITAI (gas mixture) i1s a lower concept noun of
'mixture' having as components gaseous objects. We search in the HNS and NS
and find the object 'mixture' in HNS whose elements are the hvdrogen and the
oxygen,

3. The object 'gas mixture' is the theme of the succeeding sentences.
It fills in the omitted case ACT of the third clause and FROM case of the
fourth clause. Figure 5.2 shows the result of the parsing (see pg. 70).

Table 5.1 below shows the score obtained by applying our parsing

program to the sentences in a junior high schooi chemistry textbook.
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(2)

Input sentence:

SUISO -T0 SANSO -0 ORGOUSH
hydrogen  (conjunctive pp - - = and) oxygen (0BJ) wix

KONO  KONGOUKITAI NI TENKASURU  -TO
this gas mixture (OBJ, IOBJ, PLACE, etc.) lemite {conjunctive pp
- = = {f, vhen)

HACESHIKU  KAGAKUMENKASHI, MNIZU -GA DEKIRU.
violently Teact water (ACT SUBJ) be produced

weaning: If (someone) mixes hydrogen and oxygen and fgnites it, them
the gas reacts violently and water is produced.

ELEMENT ACT OBJ INST SUBJ MANNER FROM  SUBJ

11 / \ \ /
s
| (someone) | (instrument violentl )
LEX
POS P\ !’
N watér
L—.—PRE-——”J =
1EX
hydyogen ok gon gas Jimtur@

\NM g
et

Figure 5 2
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TABLE 5.1 Successes and Failures Schema

) | total no. tried successes _failures
noun phrases 312 ‘ 286 26
conjunctive phrases 372 349 23
sentences i 280 254 26

Vi CONCLUSION
We can summarize our interpretive procedure as follows:

(a) Through the use of grammatical case we describe patterns of activity
in the verb dictionary. The descriptions also contain information as
to how activities are conmected with each other and how activities change
objects,

(b) The meaning descriptions ot nouns are based upon the upper and lower
concept relationships and attribute value pairs. Some kinds of nouns
are regarded as having relational meanings. Their meaning descriptions
are similar to those of verbs, adjectives, and prepositions. By using
these descriptions we can analyze fairly complex and long noun phrases
where there are few syntactic clues.

(c) We do not use logical expressions to represent context Contextual
information is represented in the form of what we call intermediate
term wewory. This in combination with the semantic descriptions of
words has enabled us to perform efficient analyses dependent on con-
textual information.

(d) We have developed a programming language which makes it easy to write
grammars for natural language and to control the analysis procedure.
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By using this language, we can jncorporate naturally semantic and
contextual analyses into syntactic analysis. We do not need a large
and involved program which is responsible for the semantic interpreta-
tion of the output given by the syntsctic analysis cowponent. Instead,
we provide many simple and small functlions for semantic and contextual
analyses,

We have obtained fairly good results with our approact’. The con-
textual analvsis program on the other hand can treat only local contexts.

In order to treat more global contexts, we feel the following improvements
will be necessary:

(1) We must provide our system with an appropriateschema correspond-
ing to human long term mewory in order to represent the state of the world.
The system must have frameworks to express spatial relationshipg among objects
time relationships among evertcs and so on.

{ii) At the present stage we have only one relationship CON to
connect one activity with another. Héwever, human knowledge of the world
accommodates varilous kinds of relationships among activities, such as
cause, purposg. reason, etc. These relationships mav play an important
role not only in the analysis of sentences, but also in the inference
processes in answering a question.

(111) [he descriptions of verb meanings using case work rather well
for analyzing verb-centered sentences. However, the results of analysis
depend on what verbs are used in surface sentences Hence, the sentences
which convey the same meaning but are expressed by using different verbs may
be transformed into different internal representations This is a serious
drawback when constructing question-answering systems or other kinds of

intelligence systems. In order to avoid this drawback, we attached a set
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of transforming rules to each case frame similar to the descriptions used
in R. F. Simmons' system (1973). We feel, however, that this method is
rather awkward and that deeper structures should be employed (simllar to
'conceptial dependency’ proposed by R, C. Schank €19731;1973bh).

(iv) In order that a system be able to communicate with people in a
flexible and natural manmer, it must be able to derive inferences from
incomplete data bases. Therefore we must design a procedure other than the
uniform proof procedure such as the resolution proof procedure.

(v) It is necessary to apply our method in flelds difrerent from

chemistry and to test whether our semantic description method should be

thanged or not.

There are many scholars who are interested in using case structures
as a representation of natural language utterances. B. Bruce (1975) offers
a good survey and a unified point of view in favor of case systems. We also
believe that the case system is a promising approach to the representation
of meanings in natural language. Further we believe that the idea of case

gives us a useful tool for representing knowledge of human beings.
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