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SUMMARY

In the summer of 1974, SRI was askéd h{ the Mational
Ingtitute of Education to compile & dirgctory of persons engaged
in Tesearen on Aartiticial {(ntelligénce who are intprested
specifically in language proldesses, This task vwas one of
sevaral undertaken to help NIE ¢valvate the potential
copntribution &f such activities to the explanation 0of the
Processes invdlved in comprehending spaken and printed messages,
The Tequirement vas speécified as followp

A directory which identifies persons who are regularly
contributing te the l1iterature, shovws their
organizational aftiljations, and expresges in 200 words
or Jless thelr major resedrch interests The focus of
the directary will he upen Al refearchers interested {n
modeling or othervise explaining language praocesses;

Following the {nitial compilation ef the directory, which
wag rnrubmitted to the NIE in February 1975, a few additional
ertries were received, These entries are {(ncluded in this
revision, tggether with & few changes in addresses. However, (¢t
has not been possible to make SY§tematic corrections or ¢to
follav up a third ¢time on ftailured to reply to the original
questionnaire, I apologize for any erreérs in the contents &nd
regret that some peodple missed seeing theenotices requesting
information, If there is sufticient i{nterest {n the directory,
it might be possible to maintain {t on & continuing basis.
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QUESTIONNAIRE FORM

A DIRECYORY OF PERSBONS DOING RESEARCKN ON ARTIFICIAL INTELLIGENCE
AND LANGUAGE PROCEBSING

Name

[ 2K BN IR BN BN BN B RN AN BN X BN BE BN BN BN BN BN RN BN BN BE BN BN BN BN BN BN BN NN BN BN BN B ICEE BRI B R B B R B RN R R BRI )

Iﬂ’tlt“tiOh PO PO QOO es PPl gttt br et pgr e v epr b esPm

Nailinq Address A N N NN NN R R R R R R R R R R

L B B B B B B B I B BN DN R B B RN B BN BN BN RN AN BN BN N BN RN AN RN BN BN BN RN NN BN RN AN BN BN I RN B RN AN AR
L2 BN B B N B N B RN BN R BN NN A N BN B BV RN R N IR BN I RN N AN BN B BN BN RN BN R RN Y RN B RN R RO

L B B B B B I I B R BN B N B N T B BN BN BN NN gk BN BN BN B BN B BN BN BN B BN RN RN AN B BN BN I I B KR R

Telephon’ [ B B I BN D B BN BN B BN R BN BN RN BN BN BN BN BN B BN DN N BN BN B N RN BN NN RN B BN BN RN BN BN DR BN AN BN BN BN BN RN B BN BN BN BN BN BN BN

Major researeh interests in the area of artificial i(ntelligence
and language processing (200 words or less):

Further characterize vour beliefs by oircling entries on the
following list, adding {tems that You bélieve are apprapriate:

J=System Building, 2«Question Ansvering, 3=Speech Understanding.,
4=Comprehansioen, SslInstruction, é=-World Modeling,

7=Belief Modeling, 8=PlaNning, 9e«Decisien Naking,

10«Protocol Analysis, i1leDiscourse Andiysis,

14-Problem Solving, 1S~Inférence, {6-Logic, 17-Deduction,
18-Induction §9=Syntax, 20-Semantics, 2i-Pragmatics,
22=-Language Acguisitien

List your most impertant publications &4nd reports in the aArea of
artificial intelligence and kdnguage processing on the back of
thi{s page (or attadh such a listing),

[Return to D, E, Nalker, Stanford Regsearch Institute, Menlo
Park, California ¢4023%,])
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SUMMARY OF INTERESTS

Specific Interests Identified
(157 eng¥ies)

1. 89':.' Buillding ececevevvevsscasacense 63
2, Question ANBSVWErIing srevevescsocvsevsee 91
3. Spedch Undtrltandlnﬂ e 1
4, COmprihinllon T - X |
S. INBLTUCELON veevvocosccenncesrancnoeen 22
6. World MOodeling cevoenvocncvtocannnsarnoras 18
7. Belief MOARLIINY secrvcsccvoverncennsee 41
8. Pllnnlng Y EEREEE R E RN E N EE N RN EE N ENNNNRN] 29
9, Decision Hakinq PV IRV IsINIIBITIRIRIIRO RS 24
lou Protofol Analysis eV ePOPIEIORIQEEROEROEURTN 18
11, DisSCOUrse Analysis ,....ocovevvoveses OB
12, Narrative ANalysis ,.vcceccvnvovenncee 31
1), Ceonversational Analysis ,ceeasce000e: 54
!40 PrOblem s°lvlnq 200 o yuvwvrwdabloeneoas “
15. In!'r.nC. seoaPoevnssnovrredicgorgneey 75
16, Legic P9 9000 NP IRt TIRERNOEOIEPOISIRTRROENDY 3s
17, Deduction SN rAV IR ETEYIPENIUSEROIROY 51
18, Induction Ses0BPRTINDIIEEOUSRSIIDERREN Y 38
19, gyntax TR Y E R R R R R R R R Y T 73
20, SeMaNtiCS ,cupev0scerncsreversonmeses 128%
21. Prlqmlt1Cl P ONIPPEALTUTOINIOSIOEOGESTROOEETSRO 80
22, Language Requisition ,..cvevevvanvees 27
nd interests indicated ,.vcecvcevccoss 7
Other Interests Listed
phonelegy

deseription of visual informatien
speech profuction

thearv of learning

recognition of synonymous utterances
natural language interfasée for dcene analysis
modeling the reading process

8D1

husan nemory

conceptual analysis
robot esthics
transtormational grammar
sentence parsing systems
compunication

machine control
conceptual graphs
theoretical psychology
cable television

Page
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ENTRIES IN THE DIRECTORY

(no Tesponses were received from names in parentheses)

Pror. Robert P, Abelson
Mr, James F, Allen

Prof. Jonathan Allén

Mr, Robert A, Amglér

Dr, Thomas D, Arkwright
Dr, Norman I, Badler

Dr, Naejib A, Badre
(Prof, Robert F, Barnes)
Dr, Madeleine Bates

M, Gerard Battani

Mr, John B, Bennett
P?ot. H, D, Block

Pr, Paniel G, Bobrow

Mr, Alexander T, Borgida
Dr, David Brown

Mr, Geoffrey Brown

Ms, Gretchen P, Brown
(Dr, John Seel?® Brown)
Dr, Bertram C, Brude

Dr, Daniel J, Bumnhrer
Ms, Candace L, Bullwink]le
Dr, Harry C, Bunt

Mr, John F, Burger

(Dr, Riehard Burton)
(Pr., Alan Campbell)
Prof, wWallace L, Chafe
Dr, Eugene Charniak

Dr, Paniel Chester

Mr, Philip R, Cohen

Dr, Kenneth Nark Colby
Dr, L, &tephen Coles

Dr, Allen M, Collins
(Dy, Alain Colmerauer)
Dr, Fred J, Damerau

Dr, D, Julian M, Davies
Ms, Barbara Gross Deutsch
Dr, Timothy C, Diller
Mr, George S, Dunham

Mr, Horace Enea

Mr, Martin Epstein

Pr, Lee D, Erman

Dr, Arthur Farley

Prot, Nicholas V, Find
Mr, Dick R, Fredericksen

Dr, Car) N, Frederiksen
Prof, Joyce Friedhan
(Dr, Teidi Furugori)

Mr., Donald R, Gentner
Dr. Joseph Goguen

Dr, Nei{l N, Geldman

(Pr, Ira Goldstein)

Dr, Ralph Grishman

Mr, Leutls Gross

Mr, Richard », Grossman
Mg, Carsle D, Hatneér
Pro¢, Larry R, Harris
Dt. Patrick Haves

Mr, Philip J, Havyes

Dr, Fredearieck Haves=Roth
Dr, David G, Hays

Dr, George E, Heldorn
Dr, Gary G, Hendrix

(Dr, Annette Hetskovits)
Dr, Jarry R, Hobbs

Me, Stephen IBard

Dr, Dale W, Isner

Mr, Martin Janta<Polezynski
Prof, Sara R, Jordan
Prof, Aravind X, Joshi
Dr, Ronald M, Kaplan

Ms, Peggy M, KaArp

(Mr, Martin Kay)

Pr. Charles Kellogg

Dr. MaiJa Kibens

Prof, Sheldon Klein

Mr, John wWilliam Klovstad
Prof, Manfred Kochen
Prof, Ellfiot B, Koffman
Mt. Rand B, Krumland
(Mr, John L, Kuhns)

Mr. Michel Lacroix

br, S, P, J, Landspergen
Dr, Rick LeFalvre

Dy, James Levin

Pro¢, Robert K, Lindsay
Prof¢, H, C, LongueteHiggins
Mr, Clinton Prentiss Man
Dr. AsShok Malhotra
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William C, Mann
Richard 5§, Marous
William A, Martin
Gary R, Martins
Gerald B, Mathlas

(Prof, John Nc¢Carthy

Mr,
Mr,
Mr,
br,
M.

Dr,

George W, McCon e
Prew Vincent McDermott
David MecDonald

Plet Medenma

Henr{ Meloni

Perry L, Miller

Prof. Jack Minker
(Prof, Marvin Ninsky)

Pr,
Dr,
Dr,
NT,

Kennech L, Modesitt
Christine A, Montgomery
James A, Moore

Robert C, Moore

Prof. John A, Noyne
Prot, John Mylopoulos

DT,

Robert Allen Nado

Prot¢, Makoto Né&gao

Mr,
Mr,
Ms,

Selichi Nakagawa
Kazuo Nakanura
Bonnie L, NagheWebber

Prof., Allen Newell
Proft., Donald A, Norman

Mr,
MT,

Gordon §, Novak, Jr,
John C, Olney

Prot, Michael H, O’Malley

DT,
br,

Milos G, Pacak
Jacob Palnme¢

(Prof, Seymour Papert)
(Drs Robert Pasero)

Dr,
Mr,
Dr,
br,
Dr,
Dr,
Dr,
ML,
Dr,

Pearl R, Raulson

William H, Paxten

C. Raymond Perrault

Stanley R, Petrick

Brian Phillips

Alsin Pirotte

Warren J, Plath

Yaughan R, Pratt

Anne-Louise Guichard Radimsky

Prot, D, Raj Reddy
Protf. Larry H, Reeker
Prof, Walter Reéeitman

Dr,
Dr,
Mr,

Charles J, Rieger
Christopher K, Riesbeck
John Roaeh

N'l Ann go Ioblnlon

Dr, Jane J, Robinsen

(Pro, David Rumelhart)

Dr, Naomi Sager

Prof. Toshiyuk! 3dakal

Dr. Morris Salkott

DPr. Erik Sandevwall

qu Remko J. H, 3¢ha

Prof. Roger Sehank

Dr. Greg w, Scragg

Prot, stuart C, Shapiro
Mr. Peter B, Sharidan

Dr, Edward H, Shortlifte
Prof, Laurent 8§{Kklossy
Prof, Robert F, Simmons
Mr, Jonathan 3locum

Mr, Michael Kavanagh $mith
(Dr. Robert L, Smith)

Dr., Noerman K, Sondheinmer
Nr. John F, Sovwa

(Pr, Rolf Stachowit?)
(Prot, Patrick Suppes)

Dr, Alan L, Tharp

(Dr, Bozeana Henisz Thompson)
Mg, Carel H, Thompson

Mr, Craig W, Thompson
(Prof, Frederick B, Thonmpson)
Mr, Jun=icechi Tsujil

Pr. Francis Douglas Tuggle
Prof, Leonard unr

Dr. Eric van Utteren

Or. Donald E, Walker

Prot, David L, wWalti

Ms. Eleanor H, Warnock

Dr, Donald Arthur Waterman
Mr, Ralph N. Welschedel
De, Yorick wWilks

Prof, Terry Winograd

Dr, Flerre Woden

Dr, Willlam A, Woods
(Prof, Lotti Zadeh)
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Prof. Robert P, Abé#lson
Psychology Departmént

2 Hillhouse Avénue

Yaje uUniversity

New Haven, Connecticut 08520

Phone-=2031436-8496

My major interest is in modeling simple ideological systems, In
pr{or work, it has become clear that ideclogical interpretatioens
of events, while highly "hypothesis=~driven® rathet than
"data~driven", areé nevertheless sengi{tive to mundane realities,
The Jdeoclogist must have knovwledge of the physical and soclal

vorld, even {f he biases many interpretations in the service of
his values,

Thus I have been led into theoriz2ing whiech attemcts to link
conceptual entities at various levels of abdbstraction, from
simple events to motivated segquences o¢ actions comprising
plans, to thematic relationships between personal or national
actors determining what plans they will pursue and how their
competitive or cooperdtive plans interrelate,

This theorizing has consequences for story g¢eneration and

understanding, for question anivering, 4and for protocol
ﬂnﬂl"lli

IHthI’t"'2,‘r6,718110'12015,21

IXFTI XTI P IELE SIS SIS AALSA RIS RS SSLRS SIS ESR XA XX L.

Mr, James F, Allen

Department of €Computer Scieéence
Unijversity of Toroantoe

Toronto, Cntario M$S A7
Canada

Phone==41639928~-6027

My general research {nterests lie with speech understanding and
language process.ng, In particular, I am most interested in the
higher levels’ of language understanding (i.,e,, semantics,
syntax, useér and dialegue models) as applied to the speech
analysis problenm, The signal processing and classification
aspécts of the area are only regarded as tools for the above,
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Interestse~3,6,11,13,19,20,21
'**Q"'*'**'.**'.*****‘****l“*“**".'*"*"********'**'*'****"‘

Prot. Jorathan Allen
MIT, Room 36=%75
Cambridge, Massachusetts 02139

Phone==631712%3-2500

Major interest 19 text~to=speech conversion and speech
understanding, This has led to studies in lexical structure,
morphological anal@sis, letter=-te~gsound rules, 1lexical stress
rules, morphophonémics, parsing, and semantic re,ations, Most
recent interest hak béen {n effects of modality items an pitch
contours, ané duration effucts, I am also interested in the way
these structurdl lévels interact, which suggests a nultiprocess
model, since no structural level can sustain a complete analysis
at its owvn level,

Intorests--3;507.1!.12;13,19;20
' ZITTETTYYIESF TS RS EISSSI LS SIS SIS SRS SRS RS2 L A R R XL 2

Mt, Robert A, Amsler
Computer Science Department
Unjversity ot Texas
Augstin, Texas 78712

Phonee=5123471-502%

Computational Lexicology = Computatiend] Linguistic Semantics
AnalYsis of the semantic knovledge coentained in the dictionary

for the vpurpose of building desdriptive and procedural data
structures to repreéesent tne neanings ef vords,

Analvysis of the. relationship petveen natural language
degcriptions of pictorial material)l (photos, drawings, etc,) and
the storage and retrieval of this naterial for use in QA systems
or data management applications,

Copnotative Meaning =~ Analysis of techniques for analyiing and
us{ng connotative neaning in the context of natural language
processing systems (Question=Answering, Generation),

Interests=«=2,4,6,7,11,12,13,20
FRGURERARBPERRBTRRRTFRAEAEBEERERARRFERERRSSERRNARERTRRRRRTRRRRREERD

Dr, Thomas D, Arkwright

Automated Systeng Divisioen
De¢ense Language Institute
Monterey, California 93940
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Phone==none 1listeéd

Research interests: computerevritten progeamiy PpPhOnoOlogical
moijels; statistics

Interests==1,14,15,phonoloQy
i**llﬁlﬁiIlﬁill'i*!lil#ll{llQiiiﬂllilili!CQDiIO'!O#'OD!!QDIQ&!Q#

Dr, Norman I, Badler

Computer and Information Science
Mogre School

Unjiversity of Pennsylvania
Philadelphia, Pennsylvania 19174

Phone~+~2151243-%5862

I nave been investigating the transformation of visual data from
motion pictures inte English descriptiens, 9the descriptions are
based on a hierarchy of concepts derived frem an analysis of
temporal picture data, low leve]l motion concepts, and linguistic
concepts such as adverbs, prepbdbs:tions, and verbs, The final
degcription (s in a canonical case structure £or motion verbs,
The cases are obtained bY an anal¥sis of what sort ot
intormation was obtainable from the picture data, a world model
of objects and oObject properties, 4nd the context of tne
degcribed scenario, The case Tepresentation enadbles
comprehension of a scenari{o to be tested bY gQquéstion-answering
techniques from natural language understanding systens,

I have also been vworking on the comprehension of #simple
mechanical diagrams at the linguistic levels using higher level
ingerence rules to linguistically derive the expected motions of

objects rather than basé the degcription on calculations from
the laws of physics,

Interests==4§,4,6,1%,22,description of visual infeormation
BB REFRBEBEREEERERRERRSERERRRRRERTERRERRBRERERERPRENRERREETNNREEEEE NN

Dr, Nagib A, Badre

IBM Watson Research Center

P,0, Box 218

Yorktown Heights, New York 1059%

Phone~=914:945-2637

My major research interest centers on computational systems for
Processing natural language (not nelessarily connegted with
humal language models? and particularly the formal specification
of such systems, I am particularliy interested in the £0llovwing
three levels of précessing: syntax, semantics and pragmaties {n
the sense of shallow inferences of a deductive or Inductive
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t?pc-

I am also intarestéd in the problenm of modeling, hunan Jlanguage
bepavior.

Interefts==2,4,6,7,11,1%,18,19,20,21,22
l#g.!}l!lil'i!&llili'il!iblillﬂ*lwil!l*#Il!*iﬂiil*llll&l*ll#iliw

Prof. Robert F, Barnes
Department ©f Philesophy
Lenig¢h Universlity

Bethlehem, Pennsylvania 18105

(no Tesponse réceived)
FEgRBEBRERRERRRERBPRRRRERREARERBERRRRRRER RN TN 0NN RN

Pr, Madeleine Bates
Mathematics

Bogton University

Bogston, Massachusetts 02215

Phone=+none listed

I am currentiy develoring a syntactic compenent for BEN®s speech
understanding systen, with particCular emphasis on the
rejationship of syntax to the other typres of knovwledge which the
sygtem uses, I am als¢o vworking on an auvugmented transition
network grammar tor spoken English, I am {nterested {n studying
the pProblems of langudge comprehension by model building, and in
various aspects of psycholinguisties, and in language
acquisition as relates to language comprehension,

Interests==1,3,4,14,1°9

RERERBBERREFRVREREREFRERRERRRRRERRARRRBRERERRRBRRRRRRRURERRRRREERE

M, Gerard Battani

GroupPe Intelllgence Artifjcielle
UER e=e Luminy

70 Route Leon Lachamp

13288 Marseille Cedex 2

Frante

rhone==none listed

Continuous speech understanding: Taking as §{nput a string ot
phonemég, the progran tries tn understand the meaning of the
sepntence uttered bY? & speaker, (The input atring is obtained
from & segmenter-recogni2er progran vhote {nput is the osutput of
& (4~-channel vecgofer; the string Oontains nmany erroers.) This
errofful string is parsed with a generalised type 0 grammar,
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using the pregramming language PROLOG, There are two st ot
rujest phonological rtules that take into account the errors ot
segméntation and recodnition of pPhonemes, and syntaclical ruvlws
tor patrsing the gentence, These two parts are emdedded in one
parser using a topedown strategy with baextracking, 7The output
of the parser {: a deep structure, A part of the progran tries
to understand the recognized sqntence, using semantics and
pragratics of the world {n whieh {t vorxs, and, i{¢t 4t succeads,
to answer the operator s question, If {t doesn’t, 1t asxs ¢tor
anpgther parsing of the string the parser is nen-daterministic)

unedil it cam ansverl or stop, The vwhele prograp (phonology,
syntax, and semantics) is vwritten in PROLOG,

Interests~==2,3,13,14,16,17,19,20,21
I r Iy Yy PR R N Y YR R Y Y PR P Y Y R X R F Y X R R Y R Y F T F PR P Y Y FY FY YR

Mr, John B, Bennett
Computer Science Department
1210 W, Dayten Street
Unjversity of wWisconsin
Magison, Wisconsin 53706

Phane==6083262=-2196

I am investigating the prodlems invelved i(n determining ¢the
sense Of & verb from cues ¢contained with the sentence {n which
the verb occurs, Most verbs have multiple senses vwhich are
frequently unrelated or related only viry obscurely, People are
generally able to identify the intended sense of a verb very
precisely, and in most cages vwithout recourse to contaxt or
other factors eutside the {ndividual sentente, It seonms clear
that ¢this {dentification 1is not done via memoritation (fronm
experience) o¢ the association betveen particular vérb senses
and the agents, ebjects, etc,, vhieh eccur with them, Rather,
Cues are contained within the meanind of ¢the agents, obleects,

ete,sr which point to the intended ose of a particular sense of
the verb,

The research into this spall (which {s not to say easy) problem
hag led to consideration of larger issues in natural language
understanding, These include lexical memory, senantic
primitives, pragnatics, structures feor maintaining semantic
knovwledyge, and senmantic cases,

Interests==~4,19,20,21,22

BHYRERERERBERREBNERRPERERAERSERERRREREREREBRESEERNRRERSEFNRENNERERR

Pro¢. H, D, Block

Theoretical and Applied
Mechanics

Cornell University
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Itnaca, Nev York 148%0
Phone==6071286=%5064) 29565062 272+«6096(home)

Learning Machines, Brain Models, Rgobetics, Natural Language
Acquisition by a Robot, Bjilonics (particularly as applied to
Perception (visual and Auditory) and Language), Evolutionary
and Adaptive Systems, Neural Networks,

Interests~--1,6,7,1%,10,19,20,21-,22

ITYTY YRR EYRRYYYR USSR ZSYS IS RI RS SIS RS SS SRR R SR AR RS L AR SR AR R L2 R

Dr, Daniel G, Bobrow

XeroX PARC

3333 Coyote Hill Re¢ad

Pajo Alto, Califoernia 94304

Phone=~=415:493~1600

Language comprehension and the cognitive s$tructures and
operations that underlie {(t, We helieve that the best method
for studying this topic (s to build computer systems which
perforn some significant language comprehension task, The
construction of such systems serves two functions «- there (s a
gain {in our undeérstanding of human language use by making our
theoties operationaly st the sane timé we pave the way towards
applications of natural langudge comprehension in practycal
computer systems, WwWe are bullding an {nitial prototype systenm
which carries on a purposetul dialo9 with a person,

Interests=~~-3,2,4,6,11,13,19,20,21
(LS A YIRS REYY TR TSR SYSR PSRRI R IR RS ISR ZPE PSR SERRERY FYYYY RE]

Mr, Alexander T, Borgida
Department of Computer Science
University of Toronto

Toronto) Ontario MSR iC9
Canada

Phone==none listed

Large=scale {(nplementation (and design) of systens which
understand natural language sentences, Pregent Tresearch
involves large syntactic grammars and hev -these can be conbined
vieh swermantic information (nets, cadse frames, etc,) to produce
improved systens,

In the future, I mignt be intérested in "learning™ programs for
acquiring 1linguistic Kknowledge and hevw these might be made to
look more like the human leéarning process,
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Interests==¢,6,19720,23

I I YT PYYRYSYYRRRTR RS RTRRRARRRSRR LSRR SR RERRZ S SRS SR N R Y .

Dr, Pavid Brown

Applied MatheMatics

Un{versity of Witwvatersrand

1 Jan Smuts Avenue

Jonhanpesburg, 2004, Soeuth Africa

Phone==none listed

Interests: Concept formation and its possiple application to
the learning of natural language, Some techniques have been
developed using a production system approach for the learning ot
very simple languages such as those¢ of bridge bidding or poker
betting, Emphasis is placed en the pragmatic content of an
utterance ~= wvhat ao2s a person (or a machine) mean vhen he says
"three spades” or "raise you 21"? The use of a limited domain of
digcourse should make the problem mord tractable than trying to
encompass the richriess and variety of¢ En¢glish in one go,

Interests~=-none indicated
liji#lQii!lilillll*ll&illilllli#lliili!!ii&li&!tlilli!liilllliii

Mr, Geottrey Brown

Bolt Beranek and Newman Inc, Department of Cemputer Sctence
50 Moulton Street Rutgers University

Cambridge, Massachusetts 02138 New Brunswick, New Jersey 08903

Pheone~=»none listed

Sysgtem building, speech understanding, comprehension, vwolld
modeling, bdelier modeling, discourse analysis, conveérsational
analvsis, semantics, pragmatics

Interests==1,3,4,6,7,14,13,20,21
i*;liiifi*i*i*ii*iiiiiil*ii*lili*liiil*ililll#*iiil*ll&il*ii*ll*

Ms, Gretchen P, Brewn
Automatic Programming Group
MIT Project MAC

545 Technology Square
Cambridge, Massachusetts 02199

Phone==61732%53-3510

My major focus right novw {s on modeling conversation in a tvwo
participant console session environmént, This {s partl of the
OWL system being developed by the Project MAC Automatic
Programming Group, I have made side 2. eursiens imto
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understanding of oConnected text and some special areas of
English generation (building on work done ¢for my Masiers
Thesis), In the near guture, I expeet to be doing more work on
dialogue and qgiving a lot of thought to English genaration,

Interests=~2,4,6,7,8,9,11,12,13,14,19,20,21

S YRR YT YRR XSRS R SRS ARSI SRR RS SS RS XA AR AL LRl

Dr, John Seely Brown

Boy. Beranek and Newman Inc,
S0 Moulton &Street

Cambridge, Massachusetts 02138,

(no response received)
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Dr, Bertram C, Bruce

Boyt Beranek and Newman Inc,
50 Moulton Street

Cambridge, Massachusetts 02113§

Phone==~6171491+-18%0, ext, 330

My main interest is in understanding howv goals are translated
into actions, and, the converse, how &ctions can be i{nterpreted
as components of a goal Adire¢ted plan, I am especdially
interested in the ways i{n vhich plans and purposes are reflected
in language use, Recognition of the plan underl¥ing an action
requires a model of the actor, a discourse (or action) history.,
and concepts such as patterns of behavior and social, as opposed
to physical, actions,

Currently 1 am working on the application of these ideas to
SPeech understanding,

I ar also {nterested {n general problems of kKnowledge
Tepresentation, These include representations of events with
thell case sStructures and representations of incomplesely (or
even Incorrectly) specified data, I have also been interested

in problems of repredenting time ordered knowledgée¢, and {n
concept learning,

Interests==2,3,4,7,11,12,13915,18,19,20,21
l!jil!illQiiil!iiiiliw-li*lﬁiilliiii*&iii*!i&‘i*!i**!iiii*!till*
Dr, Danf{el J, Bughrer

Be1E MacLean Hall

University ot Iowa
Iowa City, Iowa 52242
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Phonew=3191353-688%

Major Research Interests: automatic theorem* proving and
induction

Intefests~=2,15%,17,18
A XL XIS RS RALSZ SRR SRS RASIZRLS SRR SRR YRR Y YRS R R RN R R ]

Ms, Candace L, Bullwinkle

MIT Al Labgratory

545 Yeshnology Square
Cambridge, Magsachusetts 021139

rinone==61731353-5867

Major Research: I have recently completed a project for the N,8,
(written up as My M,S8, thesis): & pragmatic medel vf the
senteénce completion task, Sentence completion s a task
generally requested of students in national exams which measures
thell reading and language ability, My work centers on axanms
for primary grade children and 1 have studied the kinds ot
knowledae and proposed a xnovwledge tructure for several test
examples, A LISP pregram interpreth the test examples and uses
the knowledge {n the datadbase, along wifh the knowledqge given (n
the sentéances o0f the eXam to decide hovw best Lo coMplete the
sentence, Currently, I am pursuing vredsearch in semantics of
language {n the domain of the personal assistant project, with
the plan of organizing a frame nhierarehy of the linguistie
Knowledge needed for sueh semantic problems as asnaphors,
Presupposition, time and tense and semantic di{sambiguation,

Interests~=6,19,20,21
 TTYTEFT TR FNRL FRYTEYY T YR FE T TR E T IWPRR LW L G geg G gy I 8 gy gy

Dr, Hﬂrry C. BUnt

Artificial Intelligence Group
Philips Research lLaboratory WB3
Eindhoven, The Netherlands

Phone==040174 25 44

1. RNatural lanquage questjon-answering., Engaged (n the design
and {mplementation of an English language question dnswering
system, specifically involved in ¢the design of the semantic
analysis component,

2. Theories about natural language understanding, and systems
empodying gu¢h theories,

3, Theories concerning knovledge representations and methods
for putting these to effective use,
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Interests==2,4,6,14,19,16,17,18,19,20,21
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Mr, John F, Burger

System Development Corporation
2%00 Colorado Avenue

Santa Monica, California 90406

Phone==2131393-9411, ext, 7097

Jonhn Buyrger has been vworking with, or {nvolved {n, natural
language processing for the past ten vears, Currently, &as
Pr{ncipesl Investigator ¢tor the Conceptual Processing R&D
Projec., ha s designing a sermantically-~oriented prodcessor for
translating English quaries and commands {nto data managemant
sygstem operations, The naturalelanguage parser for this systenm
is a unique design of his own which Ls controlled by "cénceptual
abgtractions™ of the target data management system, rather than
by formal rules of English syantax, Frem September, 1968, to
November, 1972, Mr, Burger vorked with Dr, Charles Kellegg on
the design and implementation of CONVERSE, a natural=language
data mpanagenent system that includes a large conceptual network,
From April, 1965, he worked vwith Dr, Rebert F, S{mmons,
performing the major portion of the programming for the second
and third versions of Protosynthex =- a program written in LISP
and aimed at synthegizing complex language Dbehavior on
computers, In addition, he was tné¢ designer of a program in
LisP 1,5 that refereced Kriegspiel, and he presented a paper
degcribing this program at the ACHM 1967 National Conference,

Interests=--1,2,4,6,11,20,21

l!{‘*Q*ﬂi*i'Qiii'*ﬂ'ﬁ!l*i**ii.lili*il.'#*ll*l.***bl*!l*i*l**ii#*

Dr, Richard Burton

Boit Beranek and Newman Inc,
S0‘Moulton Street

Cagbridge, Massachusetts 0213§

(no responge recelved)

A2 222212222 L2222 2222222222222 LSRR R YR L)

Dr, Alan Campbell
Ingtitute of Neurology
Queens 8Square

London W,C, 1, England

(no response received)
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Prof, Wallace L, Chate
Department of Linguistics
University of Califernja
Berkeley, Californlia 94720

Phone==41535642-2757

Speech production! specifically, simulation of the precesses by
which vunderlying mental representations (whatever they consist
of) are converted into surface linguistic osutput, Fmphasis on
the need to allov for analogQic formd of mental representation,
and on the role of creative choices bY the verbalicer, Such
choices are seen to involve especially the breakdown of larger
holistic conceptual units into smaller units, and the
appropriate categorization of these smaller uynits, Interested
algo {n the gimulation of translation, fror the point o0f view
that {t consists of (1) recovering the vervalization processes
which produced the source language text and (2) the creation of
&a corresponding verbalization in the target language, based on
corresponding creative cholices,

Iiterests==1,11,12,13,speech production
‘ilu—*ll&*li**i##*ﬂll#lii!liii*l'iblilll-ll-ii*G*!li&illiili&iiiilli

Dr, Eugene Charniak

Istituto per gli Studi
semanticd e Cognitivi

{7 Rue Candolle

12)0 Geneva, Switzerland

Phone==091353 28 51

It i commonly accepted that & computer whicn ansvers Questions
abagut a natural language text must have Toughly a human reader'’s
knowledge of the subject matter, For simple stories (like
¢hildren’s gtories) the xnovledge needdd {5 that "common sense”
knovledge which all members of our culture share, My primary
incerests are: What s this Kknowledge? How (s it ¢to Dbe
represented? How is it to be organized? How {s it to be used |In
the Process of understanding text?

Some subtopiecs of those questions: Hew is this Knowledge used {n
structural word sense, Aand referential disambigquation? Should
the Program make inferances while reading the text, or only when
asked a question? Assuming the former, since in principle one
can naxe an inginite number of inferences from a given text
sentence, wvhich ones should the program makeld Does the narrative
or conversational form give c¢lues on this last point? What
predicates are needed 0 eXpress common sense knpwledge? wWhat (s
the rdle of "primitiver predicates? cCan our Kknovwledge be
expressed procedurally? Are there other ways to Quide fast
seljection and hence avoid the inferential combinatorial
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explosion? How can ond glive commen sense knowledge Precisely
rather than ad ho¢ formulation?

Interestas~~2,4,6,11,12,13,1%5,17,20,21

Y Y Y 2 Y X XY YIRS ISR SSSLRZISS R YRR YRS SRR S RS L LY

Dr, Daniel Chedter

Depaltment of Mathematics RLM 8=100
The University of Texas at Austin
Augtin, Texas 78712

Phone==S12:471+41137

MYy médjor interests are {n text understanding and generation, My
long range qgoal s to make a system €Or AnNnSwWAring essay
questions., At present I am working on & program for translating
topmal proots into English éxpositions resembling the informal
proofs published by nmathematicians and 1logiclans, and a
theoremeprover that can generate prootfs suitable for such
translation, In support of the above I am also {nterested {n
digcourse analysis, vparticularly {n the structure of discourse
not comparsble to proofs, and problem=solving when the problem
is related to language, either formal Or natural,

Interests=«=2,14,14,1%,16,17,18,20,1%2
L2312 SEYYN IS NRIRRYYSRZRII YIS PSI LS RS PR EERR TR RY Y XY LY

Mr, Pnilip R, Cohen

Department of Computer Science
University of Toronto

Toronto, Ontario M$8 (A7
Canada

Phon™m§16:928=6027

NY current resedrch interests involve the Trepresentation of
Knowledge, .language comprehension and d{alogue capabilities of
TORUE, a natural language understanding system being developed
at the University of Toronto, My future research interests,
towards a Ph,D,, V¥ill center around extensions ot our
worldemodeling capablilities which are directly linked to
expectation, discourse analysis, a study of purpose and
motivation, and comprehension, This will encompass the addition
cf Zlarger” structures to traditional semantic networks, {,e,,
structures: which éncompass more than just a single action at an
ingtant of time, Finally, I am interested {n developing active
neevworks to represent vyorld Knovwledge and system procedures,
These¢ networks could be dctivated or examined, thus providing a
possible basis for system introspeatien,
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Interests~=={,2,4,6,14,13,1%,17,20
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Dr, Nenneth Mark Colby
Department ot Psychiatry
Un{versity of California

760 Westvood Plara

Logs Angeles, California 90024

Bhone==213:83%5=5091

d am interested (n the computer simulation of pathological
thought processes, To test gsugh simulations, the mpddel must
haye the ability to understand natural lanquage, In our
simulation of the paranoid mode we have thousands of
pacttern=matébring rules which permit the model to carry out in
real~-time a vialogue tvypical of a psychiatric i{ntervievw

Interests=-=4,7,15,20,21
!!Ili*l**!l*i**#*#IQ*l*ii\l#iililli*l#*i#l*lli*i*i*iiii**#lli*i!*

Pr, L, Stephen Coles
Artificial Intelligence cCenter
Stanford Research Institute
Menlo Park, California 94025

Phone~-=-415%1326=-6200, ext, 4601
My major research interests are as follaws;y

1, Philosophical Problems of Artificial Intelligence, inecluding
the classical metaphysical problem known as the "mindebody
problem,™ {,&,, an understanding of the relation betwveen the
mental world of intellect and the physical world of objects,

especially including language as the mediator between these two
worlds,

2, Robotics, especially fncluding how the design of a natural
langlage system for & robot possessing an {nternal medel of the
real vorld will function as an organon ¢to gshed 1light on the
first area, Mot{vational systems are very important in this

concept, for they provide the teleological basis ¢for a concept
of "selt,"

3, Mane-Machine Communication Processes, such as {n the context
of question~-angvering and {nfotmationeretrieval systems,
especially including speech and interactive documentepreparation

aias, such as automatic spelling, punctuation, and grammar
correction,
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4, Inferential Mechanisms, such as are used W Planning,

Problem=solving, 4&nd navigation (both inductive ¥nd deductive
forns),

Interests==1,2,3,4,6,7,8,9,11,14,1%,16,17,18,20,121
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Dr, Allen M, Collins

Boijt Beranek and Newman Inc,
50 Moulton Street

Cambridge, Massachusetts 02138

Phone==6171491~-1850, ext, 1377

I have been working on a project to develop tutorial CAI systams
for teaching different ¢types of Xknowledgey in particular,
factuval knowledge 8bout geography visual knowledge about maps,
procedural knowledge about proegramming, and cauvsal knowledge
about climate The systems are designéd to carry on a tubtorial
digcussion with students by asking and angvering questions in
English, presenting nev material, and making various i{nferences
lixe & human tutor,

Ouy approacH is to study hovw human tuters adapt their teaching
to particular students by studying actual human dialogues, Wwe
8lsg0o have been studying how people infer answers to various
kinds of questions 4and hév they hedge their answers vhen they
are uncertain, Based on our dialogue eanalysis, we build the

humah strategies we find into the computer systems we are
developing,

Interests~=2,4,5,11,13,1%,18,20,21
AT ZAEE I ZZY IR RIS YRR RA LR RS R TR SRR F RSP RFFFRFFR YL YY FEY

Dr, Alain Colmeraver

Grtoupe Inteliigencéd Artificlelle
UER de Luminy

70 Route Leon Lachamp

13288 Marsei{ille Cedex 2

France

(np response received)
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Dr, fred J, Damerau

IBM Watson Research Center

P.D, Box 218

Yorktown Helights, New YTorx 10998
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Phene==9141945-2214

Primarily interested in natural language processing by computer,
for purposes of information storage and retrieval, This
includes present activity, which is researeh on English question
angvering systems, Jt (s apparent that dedyctive and inductive
interance systems are required to cope with a number of the
potential applications, and consequentl? I am also interested in
theoTem proving and inductive infereance programs,

Interests=*2,6,15,17,190,19,20
RUEBUBRFRERREBRF R RRRRERERRRBRRRRRRRRERRRERARFARBTRIRERPRERRSEREFRBRS

Pr, P, Julian N, Davies
Department of Computer Science
University of wWestarn Ontario
London, Ontarioe

Canada

PhRNe==519:679=6048

My research {nterests in Al have Tecently been in the £ield of
language pProcessing, but I will prebably be more active i{n the
vigion ¢{eld during the next vear or tve, However, I hepe to
majntain my {nterest in natural lancuage/A]l research,

My primary interest {n this area s in bduilding a computer
program which will maiptain a conversation vwith a human n
Natural Langquage, particularly hov to repredent the meaninge of
statements where the program has to update its "beliéf sysfemn,
wWork $O far has used a Planner=lik¢ languagey POPLER {,8%, Oonly
a "small" program has deen writtens it will accept stutements
including negations and logical connectives even when it has to
change stored information in consequence, It wil]l also answer
Questions about its (mundane) sub ect matter,

I am interested in extending this svstem to cope with sentences
involving cardinal numbers "Three people were kjlled on the
roads today," and words such as “few, many, moest, probabply,"
ete,, Which are indefinite in meaning.

Interests-=none indicated
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Ms, Barbara Gross Deutsch

Rrtificial Inteyyjigenle Center

Stanford Research Institute

Menlo Park, California 94025

Phonee=415:1326~6200, ext, 4839
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My major regearch interests are in the area of discourse
understanding, I am {nvestigating hoew the conversational and
situational contexts {n which an utterance is made effect 1{ts
neaning and hov this information can be incorporated in a speech
understanding systenm, The discourses I am analyzing are
tagk=oriented dialogss l.e., dialogs between two people who must
vork together to complete some task, In thescv dialogs there s
a close correspondence between a plan for the task and the
dialog, Thus, a model of the task {3 an {mportant source of
Knowledge for language understanding, 1 am vworking on
repregentations for a discourse history and procedures for using
both this historv and a task representation to Tresolve
references and urderstand ellipsis (partial utterances),

I am also interested in the user model component of & language
understanding system, I am analyeing the task-~oriented dialogs
to sete what gignals to a user’s competence and understanding are
in the di{alog, I am also {nvestigating how Aifterent user’s
abjlities, goals, and current state can be represented and hovw
the user model IiInteracts with other components of a language
understanding system,

Interests=-2,6,10,11,13,20,21
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Dr, Timothy C, Diller
UNIVAC

Majl Station UOP16

P.0, Box 352§

3t, Paul, Minnesotd %5168

Phonee=612314%6-2447

MYy interests (n computer understanding of English include the
degign of modules wutilizing syntactic, semantic and pragmatic
intormation ({n beth teletype and vocal input), and the
investigation of phonetic characteristics of segments, and the
collection, processing and integration of proscdic sources of
ingormation (in vocal input),

With regard to the processing of language data, I am {nteregsted
in ®making available {n machineereadadle form 4 broad range of
data relevant to the gemantics of English words., These include
formal observations by linguistics, philosophers and computer
scientists and data sets approximating semantic fields
compUtationally deriveé¢ from dictionaries,

Interests==2,3,4,10,11,13,19,20,21
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Mr, George 8§, Dunham

Computer Ressarch and Technology
Nati{onal Institutes of Health
Bethesda, Maryliand 20014

Phone==301:1496-64119

Formal Tepregentations of medical serantics and pragmatics vwhich
should parallel the {nterepnce capacities apparently used bY
human interpreters of medi{cal langQuage,

Logics tor modeling learning processes and development of
intelligences in & sequence of pragmatic contexts,

The Nature of the integration of the s¥ntax of natural language
vith {ts communicative and information bearing roles of
constructing working models in the medical language domain,

Degign and implementation ot tomputational tools for
experimentation {n these areas,

Interests==2,11,16,theory of learning
ARPARERERERFREAFRERESERFRERERIRESFREERRSRSEREERRRERRTRERRERBEERERRERN

Mr, Horace Enea

Computer Science Department
Stanford University
Stanford, California 94305

Phone-~4151497=3309

1, Udrestricted dialogue handling

2, Large dictionary construction

3, Thesavrus construction

¢, Adequate semantic and syntactic models

5, Understanding in breadth of untestricted human dialogues,

Interests==1,4,6,7,11,13,15,19,20,21,22
‘***“*i‘*'****'***"*"***f'****'*********t***'**"'.**"***'***

Mr, Martin Epstein

Of¢{ce Of Medical Information
systems, Room A=i¢

University of California

San Francisco, Calitornia 94143

Phone=~4§53666=29051
Current research interests focus on the role of language in the

communicagion of medical information among medical specialists
ang the representaticon of medical ingormation in & form suitable
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for computer processging The research vwould draw from
disciplines of computer scieace, Jlinguistics, and artifticia)
{ntelligence tormal methods for vrepresenting and processing
redical knovledge., The capability ta describe formally and thus
styucture certain types of medical information might provide a
bagi{s for a better understanding of medical knowledge and for

the design of effective computer~based question=answering
systems,

A gpecitic and vell defined subset of medical knewledge will bhe
selected vwith a viev towvards gaining an understanding of this
dopain of discourse, In a limited area of medicine 4t should be
vogsible to ask Qquastions of a data base, to explaéin why a

particular response is given, and to provide for the acquisition
Of nev knowledqQe,

Interests=«2,3,4 11,12,1%,21¢
il'!l!lillliii‘*l!!l'iiIii'ii*!i**llil‘illlQIR'**#!G***I#**I*Q!!

Dr, Lee¢ D, Elxman

Department of Computer Science
Carnegiée~-Mallon University
Pittsburgh, Pennsylvania 15213}

Phone==-4121621=-2600, ext, 146

My major etforts are in the design and construction of Speech
understanding systems, with emphasis on system organization,
The basic orientation s the use of multiple #dources of
Knowledge at all levels (e,9,, semantics, syntax, lexicon,
pPhonology, acougtic-phonetics) cooperating through a commen
aynaRi¢ data structure (called "blackboard"), Knovledge sources
are dsgumed to be errorful and incomplete; a major pteblem is to
efriciently utilirte the bhest appécts of each to sorrect the

rigtaxes of others,

Interests==1,1}
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Dr, Arthur Farley

Depaltrent of Conputer Science

Unjversity ¢f Oregon

Eugene, Oregen 974013

Phone==503:1886-4428
MYy research {nterest focuses in two related fUZZy areas:

1. The analysis of protocols and the ¢énstruction cf production
systéems to model the observed benhavier.
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2, Conductiing experiments to understand the processing of
visual i{ntbrmation by humans (picture perception, the parception

of Jetter Aequences in and out of context, to discern the point
of word perxevtion),

The {ntent of all research that I have {n mind or that (s

becoming reality is to investigate the nature of human cognitive
activity,

Intereasts==?7,410,186
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Progt, Ntcholas V, Findler
Department ot Computer Science
SUNY Buffala

€226 Ridge Lea Road

Amnerst, Neéw York 14226

Phone==71{6:831~1354

There are apout a dozen different, on-<going Projects in
Artiticial Intelligence in which my students and I are engaged,
The follewing are descriptive project titles;

i, Automatic Solution of Crossword Puzzles within an
Asgociative Memory Environment;

2. A Simulation Study of the Behavior of Several Rabots which
Can Learn, Plan Their Actions and CoeEXist,

3, A Teachable Problem Solver Thal Redsons by Analogys

4 A Self-Repairing Programming S¢stemy

5., OStudies on Decision Making under Uncertainty and Risk)

6., Tovards Computer Lexicometry;

7. Heuristic¢ Search Processes in Associative Networks)

8, An Inferential Retrieval System for Noisefree and Noisy
Diagaranms;y

9. Automatic Sclution of Word Puzzless

10, On the Optimal Solution of Cryptarithmetic Puzzlesy

11, An Approach to the Automatic¢ Evaluation of the Subjects’
Yerbal Behavioer in Roemer’s Inkblot Test)

12, A Computerized Matchmaxer That is Capable of Learning;

13, On the Problems o0f Time, Retrieval of Temporal Relations,
Causality and Co.Existence)

14, An On=Line Query S8System for Kinship Structures,

Several of the above projects pake UuUse of an interactive
ran~fachine envirénment which consists of a graphics conmputer,
and IDIIOM I with a varian 620/1 miniecomputer, connected to the
university’s central machine, a CDC 6400,

Interestse=1,2,4,5,6,7,8,9,14,15,16,17,18,19,20,21,22
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Mr, Dieck H, Fredericksen

1BM Watson Research Center

P,0, Box 218

Yorktown Helghts, New York 10598

Phone==9141945-243%

Fact retrjieval from programming and conmputer manudals, in
response to questions, topic names, and requests {n unrestricted
natrural lanquage,

Interests~=1,4,10,20,21,recognition of synenymousg utterances
FRRRVPBERFABBRERBRBRNFAER BB ARREERBFRRERRRBERRRANR RSN E N

Dr, Carl H, Frederixsen

Ofeice of Research

Nationel Instfitute of Education
Brown Building

Naghington, DC 20208

Fhone=~+2021354+3766

My current resealch program (s concerned vith discourse
comprehension, semantic memory, and discourse processing, 1In
particular, ve have been developing a nétwork model of 1logical
and senantic structures from which speakers or writers generate
1{incuistic messages at the discourse level, The purpese 1{n
deyeloping such a model (s to provide a basis for studying
efrects of structural properties of discourse on processes by
vhich Kkhowledge s acquired from discourse, to provide a model
of the forrat by which acquired informatice (s represent®d in
memOTYy, and to provide a data structur® whié¢l can be emplovyed in
aggessing senmantic {nformation which {8 acquired when a text s
"understood", The network modeél is beéing employed in & series
of experiments which study effects of structural properties of
texts on the gemantic information which subjects’ acquire when
they understand a text, The long=term objective of the research
18 to determine the form in which semantic information is
Tepresented in memory, and to specify the processes bY which

such knowledge is acquired, stored, retrieved, and
lingui{stically expressed,

Interests~~2,4,10,11,12,15,16,20
ll}illiilliiiiiii!iliiiliii!liiiiii'i!'li*iiil!i*iii*iliii**ii!l
Prof, Joyce Friedman

Computer ~Comrunication Sciences

2076 Frieze Bailding
Ungversity of¢ Michican
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Ann Arbor, Michigan 48104
Phonee=3131784=8504

1, Decision procedures for scolvable cajdes of the (first order
predicate calculus) computer programs fel sUeh Procedures,

2, Transformational gQrammars: analysis procedures; Qeneration
procedures following Chomsky’s Aspects model) extensions of the
model to phonological rules,

3, Modal logics and linguisticss computer {nvestigations of
Moptague’s treatment of a fragment of ENglisn, Results include
generation and parding routines; studies of¢ the ¢translation ¢to
nodal logi¢c are (n progress,

4, Speech understanding systems: systems aspects of the models
how the various sources of knovledge interact,

Interests=~1,3,16,47,19
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Dr, Teiliji Furugord
Computer Science

Cleveland State University
Cleveland, Ohio 43110

(no Tesponse received)
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Mr, Donald R, Gentner

Department of Psychology

Unjversity of California, San Diego
La Jolla, California 92017

Phone==7141452-2997

1 am studying the basic processes which underlie the learning of
complex material such as nistery and computer programming, 7This
vork is based on a semantic network theery of huran memory, I
use computer implementations of psychological models as a source
for ideas and a test of performance of theories,

I an also i{nterested {ip building systems which can understand

material from natural definitions sueh as mignht be found in A
textbook,

Interests~«2,%,10,41,12
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Dr, Joseph Goguen

Computer Sclence

3532 Boelter Hall

University ot California

Los Angeles, California 90024

Phone~+=213:825-2422

Inpxact problem=solving, efipecially natural lanquage
understanding and applications to inexactly specified domains
e,g.r hints for running a maze, Using fuzzy sets, fu2zy logic,
Inexact semantics; pragmatics,

Interests==-none indicated
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Dr, Nefl M, Goldman

USC Intormation Sciences
Iinstityte

4676 Admiralty Way

Marina del Rey, California 90291

Phone==2131822-1511

1+ Knowledge representation and organication

3, Conteptual (language=independent) representations of
intormation

b, Sharing 0f knowvledge and inference rules among concepts

c, Integration of nev {nformation in a conceptual
intormation hase

2. Seadrch strategies tor Tretrieval of conceptually encoded
{ingormation;y recognition of "paraphrase® -~ retrieval of stored
intormation ¢rom partial content specification.,

Y. Generation of natural language for conceptual
representations of {ntormstion

&, Word selection heyristics
b, Surface structure determination

C. Pragrmatic issuves in generation for manemachine dialogues

4, Use of natural language ¢£for algnrithm specification 1{n
Automatic Programming

§, YNatural {nference” -« probabilistic and centextesensitive
interence on narrative text,

Interests~==1,6,12,15,20,2¢
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Dr, Ira Goldstein

MIT Al Laboratory

545 TechnoloQy Square
Cambridge, Massachusetts 02139

(ne response received)
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Rr, Ralph Grishman
Courant Inst{tute

New YorR University

251 Wercter Street

New York, New York 10012

Phonew=2121460-7492

I am interested {n systems capable of accepting scientific or
technical data In natural language and of strueturing the
information received, eitner for subsequent retrieval (as {n
intormation retrieval systems with a natural language data base)
or for tramglation into some formal notation (as {in “"auvtomatic
programming®™). I am currently pursuing research {n three areas:

{1, Automatic syntactic analysiss: develsprent of a svstem ¢for
the auntomatic transformational decomposition of English
sentences into trees of kernel sentences,

2., Sublanguage analysisi investigation of language usage {n
very specCialired scientific and technical fields, ©Stuvdy of the
word classis specific to the sublanquage and of the patterns of
vord clarses used in sublanguage sentences, Procedures for
obtaining these <c¢lasses and patterns autoratically from
digtributiona] data on syntactically analyzed sublanduagye texts,

3, Semantic analysis: exploration ef ¢the types of rules
required to reduce discourse concerning some very restricted
technical subject matter to a formal notation (e,9,, the

translation of descriptions of programming language construces
into BNF) .,

Interests==4,11,19,20
il*l***lilii#llil*#I&i*illllii*!iiilii&l*il!i***lii**l‘&#ii&##ii
Mr, Louis Gross

MIT Lincoln Laboratory

P,0, Box 73}

Lexingtonr Massachusetts 02173

Phone==61{7:862-5500, ext, 5380
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¥y most recent project was a graphicseoriented implementation ot
the Genera)l Syntax Processor (GSP), based on Ronald Kaplan’s
G8p, GSP is a mpdel of a paresing marthine, and {t has as special
cases several different parsing schemes (such as Woods ATN and
Kay’s chart parser), GSP makes explicit the control mechanisms
implicit {n particular schemes 4and allows exploratien of
alternatives, This explicit control mechanism allovs the
exploration of paralle) processing,

My {implementation uses interactive graphics to display the parse
chart and active processds (indicating which part of the chart
is the focus of ea0h process), and allows the User to either use
algorithns to influence path selection, or to mak2 that
sejection directly by means of the tablet,

Interests==-1,3,1:9,20
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Mr, Richard w, Grosspan
MIT, NT43=02%
Cambridge, Massachusetts 02139

Phonee=§1712%53=5848

The Tepresentation problem, especially Tegarding semantic and
pragratic representations for naturalelanguage understanding,

1 desire a representation §n which "intuitively simple”
inferences <can be¢ mnade in a computatioenally simple manner, and
vhich {s Capdble of supporting more complex {(nferences (at a
corraspondingly oqreater computational cost), The key point is
that the Computa ifonal features of such a representation deserve
as much attention as the abstract log¢gical ones,

Int!t!ltl'“zy‘fG,1!,!7020.21
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Ms, Carole D, Hagtner

2028 Menta) Health Research
Ingtitute

Unjversity of Michigan

Ann Arbor, Michigan 48104

Phone==3131764+4320

Sepantic models of legal xnowledge

Use of semantic models for organizing and accessing large data
bages

Interestge~-4,2,3,6,11,20,21
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Prof, Larry R, Harris
Mathematics

Dartmouth College

Hanover, New Hampshire 037%%

Phone==503:646-2672

Developing natural language Understanding systems tor
restricted, but real 1ife ardas of application,

Interests~=1,2,4,19,20,22
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Or, Patrick Haves
Computing Centre
Esgex University
Cojchester, Essex, UK

Phone~~02061%630, ext, 2374

I am {nterested basically in hov thinking s orqganised,
especially ‘deductive’ reasoning in the broadest sense, This
includes areas traditionally called *robot planning , and also
more reécently the sorts of concern which Charniak, Schank, and
Rieger are enqaged with, My background in logic and theorenm
Proving encourages a fairly forwalist position, but I am also
concerned to reconcile, as far as possible, apparently
contlicting rethodologlies (e,9,, deductive and analdgical
reasoning modes), My recent interests include a continuing
effort to axiomati{se ‘general’ common sense knovledge about the
physical world (part/whole relationships, causality, timo, space
and shape, simple mechanisms, properties of liquids); and an
investigation (just beginning) of the structure of
conversations, especially with regard te role=plaving,

Interests==2,4,6,8,13,14,15,16,17,48
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Mr, Pnilip J, Haves
Computer Science
University of Rochester
Rochester, New York 14627

Phone==-091:5% 28 5§14

When, in Treading a story or other connected passage, ve
encounter & word with a number of different meanings, we usually
unhesitatingly choose one of those meanings as the one the
avtheor intended, This ability {5, I believe, explainable (n
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terms of & whole rangd of interacting influences from simple
syntactic constraints, through semantic restrictions, tO deep
and complicated inferences based on general world knowledge, 1
am interegted in designing and mplementing on a computer
pProcesses which simnulate (at least some of) these {nfluences and
the interactions between them,

My broadel {interests lie {n simulating human understanding in
general, but I have chosen disambiguation as & reasonably
well=detined subeproblem through which many ef the fundamental
Problems in more general ynderstanding ¢an be addressed.

Before becoming Interested in natural Jlanguage research, I
worked at the University of Edinburgh on the vonstguction and
execution of robot plans, In particular, I was {nterested |in
methods of reconstructing a Plan so0 that {t could still achieve
its original goal after it had failed in execution,

Interetts--l,4,6,8.9,11;!2,15,19,20;21
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Dr, Frederick Hayes=Roth
Department of Computer Science
Carnegie=Mellon University
Pigtsburgh, Pannsylvania 192113

Phone=-=4121621-2600, ext,136

1. Knowledge Engineering; The representation of Kknpowledge as
rejational datas structures which are specially vwell adapted to
(a) recognition of structyred patterns, ¢ g,, Tecognizing the
occurrence of a particular semantic structurey (b)) concept
(pattern) and gremmatical (rule) learningsy (¢) the construction
0f large-scale systems whose processing elements are independent
Productions (variable contingency response rules),

2, Learningt General procedures for abstracting (productions)
rujes of behavior from examples (e,g,, learning the rules of
transtormational grammar from examples) as well as evaluating
the perforrance (validity, utility) of alternative rules,

3, dyntax ¢ Serantics: The representition of the Kknhowledge

reguired £or human language and speech processing and procedures
tor induction of such representations,

4, Pragmatics {n Understanding (especially Speech); Efficient
procedures for paralle] searches; foous of attention, and
scheduling of gormputation in human intelligent behavier and in
the Multiprocessor CarnegibeMellon Speelh Understanding System,

S, Adaptive Memory: Mechanisms for modulating preferability of
alternative behavior rules as a result of behaviore-contingent
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feedback (reinforcement experience),

Intefests==1,2,3,4,%/6,8,9,311,12,13,14,18,16,17,18,19,20,21,22
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Dr, David G, Hays
Twi{n WNillows Department of Linguistics
Wanakah, New York 14074 State University of New York, BRuffalo

Phone==7161627=5%71) 636=2177

A theoty of cognitive networks and processes on them, The
structure of the system {s influenced by consideratjon of both
human psyechelogy and computation, Paradigmatic structure
facilitates addressing elements (n the netwerk; syntagmstic
structure represents the participation of entities in -events
modality structure manages flow of control and organiges history
into episodes; recursive metalingual structure provides for
abstraction, Processes are grossly classified as path tracing
and pattern matching, The power of the network theory {8 {n th
pogsibility of inference by path tracing, inherently less costly
than pattern matching,

Work on the theory is guided and stimulated by abPpPlications for
wvhich students are responsible: extension of the span 0f coOntrol
in robotics (T, Furugori)s crosscultural commundication (M,
white)s coherence of discourse (B, Phillips):; plot strocture
(R, Reeage); poetic structure (W, Benton), The theory has also
been abPplied tentatively to pProblems of informatf{on otganization
and retrieval In medicine and to cConceptual analysis in
sociology.

Interests==4,7,8,11,19,20,21
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Dr, George E, Heidorn

IBM Watson Research Center

P.0, Box 238

Yorktown Heights, New York 10398

Phone=e9143194%5+2776

In general, I am interested {n making it possible for people
with no special computer training to be able to use the computer
by telling {(t what they want in their own natural language, In
my earlier werk I developed a syBtem which would automatically
Produce a GPS§S simulation program for & simple queueing problen
after eangeging a user Iin an English conversation about his
problem, Currently we are applving the same techniques ¢to
develop & system which will autematically generate a business
application program after carrying on a natural language
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dialogue with a businessman about his requirements,
Interelts--1.2.4,13r19.20,2!
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Dr, Gary G, Hendrix

Artificial Intelligence Center
Stanford Research Institute
Menlo Park, California 94025

Phone==41513326~6200, ext, 4664

The Major research interest of this worker i1s in exploring and
developing deep Trepresentations of semantic information tor
natural language applications, Representations for both static
and dynami¢ knowledge are of {nterest with recent research
centering around expanding the power of semantiec networks to
take advantage of the notions of world modelinyg and planning.
Semantic considerdtions for translating from surface structures

(egpecially speech) into deep representations also receive
attention in current work,

Other research areas {nclude ¢the use of net structures in
question ansvering and the developnmnent of special techniques for
modeling parallel and continuous processes,

Interegstg=~y,2,3,6,20
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Dr, Annette Herskovits

Al Laboratory

Stanford University
Stanford, California 9430%

(no response received)
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Dr, Jerry R, Hobbs

35 Starling R4, Department of Computer Science
Engléwood, New Jersey 07631 City College, City University

of New York
Phone=«=2011567-8853% 2123621-26314

1, Have outlined @ fairly general moedel for natural language
semantics, Now trying to deepen this model with respect to:

&4, analysis of comparatives,

b, lexical decomposition and discourlse analysis,
€., meanings of princival terminology of space=-time,
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Plan {n near future to develop a system, utiliring {tem ¢, which
translates directions in English into maps,

2, Developing the transtormational component for Naomi Sager at
Linguistic String Project, N,X,U, This translates parse trees

into a representation close to that requireda by the semantic
model,

Interests~>~{,4,6,7,11,16,20
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Mr, storhen Jsard

Centie for Research on Perception
and Cognition

Unjversity of Sussex

Brighton BN1 9QY, England

Phone==none listed

World modeling, conversational analysis, syntax, Ssemantics,
pragmatics

Interests=+~6,1%,19,20,21
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Dr, Dale W, Isner

Computer Center

University of Pittsburgh
Pittsburgh, Penngylvaria 152113

Phone==4121624-638%

Major refearch interest concerns the development and
implementation of inferential processes and procedures for
machine comprehension of natural language, In ceconjunction, I
algso have {nterests {n vworld modeling including the machine
representation of general knowledge, Related interests Include
development of teéchniques for applications {n the areas of
Question=answering systams and computer-aided-instruction,

Interests=+2,4,%,6,41,13,14,15,16,17,18,19,20,2%
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Mr, Martin Janta-Polectynski
(see entry for Pirotte)
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Pro¢, Sara R, Jordan
Computer Science Department
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Unjversity of Tennessee
Knoxville, Tennessee 37946

Phone==81%51976-5067
1 am current]ly interested in the follovwing areass
1., Language understanding, semantic memory

2, Generation ot natural language from internal
representationd, Specifically in medica)l computing, generation
of English output trom encoded structures

J. Information storage and retrieval
Intereste=~4,20,22
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Prot. Aravind K, Joshi{

Computer and Information Science
R, 371, Moore School

Unyversity o¢ Pennsylvania
Philadelphia, Pennsylvania 19174

Phone==2151243-8540

Language uUnderstanding systems, computational linguistics.,
syntactic and senantic representatioend for language structure,
rejationship of language structure ¢to logic, theory Ilof

CompuUtation especlally as (t relates to linguistics, language
Processing, and Al {n general,

Natulal language descriptions of sCenes, natural language
interface for scene anal®sis.

Development of interdisciplinary educational programs in natural
langLage Processing,

Int&r!‘t"'l021‘p6;7011112013715016119!20'21'
natural language {nterface €8T scCene analysis
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Dr, Ronald M, Kaplan

Xerox PARC

3333 Covyote Hi{ll Road

Pajo Alto, California 94304

Phonee=415:1493+1600

I am primari{ly interested in devising computational models of
human language comprehension, My research lies at the
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intersection of PSychology, linguistics, and Computer
science/artificial intellivence, I have conducted psycholoegical
experimants on the language understanding process, constructed
recognition grammars for English, and explored some of the
fundamental issves in the design of language analysis programs,
My Tecent work has been aimed at a synthesis of these difterent
approaches to human language perfarmande,

I am currently a member of the Understander Group at Xerox PARC,
¥Yhose long=term godal (s te build a theoretically (nteresting
computer model of lanquage understanding, This model will deal
with the syntax, semantics, and pragmatics of human
communication in a fev limited domains of discourse,

Interests==-1,2,3,4,6,7,8,13,19,20,21
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Mg, Peggy M, Karp

Al Labvoratoery

Stanford University
Stanford, Calitornia 94308

Phone==41531497-4971

My research (s in the area of computer understanding of dialogs,
Whi{le interested in formulating & general theory of discourse,
the domain (s currently restricted to the <conversations that
occur during bargsining sessions In the game of Diplomacy, A
system (s reing deéveloped that camn read Diplomacy dialogs,
understand them, and discuss them with a human, This work (s
directed by Terry Winograd, Stanford Al Laboratory,

A get ot dialogs has been collected and analyged, providing the
bagis for the development of Xxnovledge representations,
conversational strategies, and reasening mechanisms, Kithin
Diplomacy, knowledge of game rules and gtrategies, barqgaining
structures and tactics, player models, and the state of the gane
and the Dbargain define our "world," This informatien, coupled
with discourse knovledge (i,e,, & tstructure of conveérsations®),
determines the context in which an utterance occurs, we are
developing procedures for operating on this knowledge such that
given an utterance, we kXnow what assusptiens are reasonable and
what inferences can be made to f£4{1l in infermation that s not
explicit, The system can then deterpine the speaker’s intention
and represent the meaning of the uvtterance, The system will]l Dbe
implemented using & Knovwledge TRepresentation Language being
desioned by Terry Winog¢grad and Danny Bobrow of Xerox PARC,

Interests-=-4,6,7,10,141,13,1%,30,21
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Mr, Martin Kay

Xerox PARC

3333 Covyote Hil) Read

Pajo Alto, California 94304

(no response received)
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Pr, Charles Kelleg9
System Development Corporation
7%00 Colorado Avenue
Santa Monica, California 90406

Phonee=2131393~9411

Major interest and Tresearch efforts are focused on natural
lapguage processing and deductive inference for one=line question
angvering and fact retrieval, This {ncludes the areas of
parsing algorithms for providing both surface syntactic
structures and case-orjiented deep structuyres, design ot
intermediate languages for realieing procedural semnantics,
rejational data base systems, concept networks, nmnorphological
and anaphoric analysis, spelling error detecstion and corregtion
heuristics, development of practical tecnniques for achieving
deductive question answering, display of evidence chains in
USer oriented form, and construetion, evaluation and execution
of inferentiasl plans,

Interests==2,6,86,9,11,1%,17,16,20,%314
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Dr, Maija Kibens

Menta)l Health Research Institute
The University of Michigan

205 Washtenaw Place

Ann Arbor, Michigah 48104

Phonew=3131764-4227

I am {ntelested in théories of langlage learning, Processes of
understanding nonestandard utterantes such as metaphor and
neplogisms, semantic representation, and extensions of the
generative theories of language a8 & basis for unocerstanding

language processing,
Interests~==2,4,%1,13,20,21,22
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Prot, S5heldon Klein
Computer Sciences Department
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University of Wisconsin
{210 W, Dayton Street
Madison, W sconsin 53706

Phone==60081262~-1204

In one combined system: compiler driven DbehsvierTal simulation
languages automatic genetative semantic grarmmatical inference;
automatic presvppositional analysis; computer medels for the
linouistic basis for the inference ot nonelinguistic
soeiocvltural behavior, Representation of verdal and noneverbal
sepmantics {n semantic netverk notation {n conjanection with
above, Auf{ ymated Text qgrammar systems modeling of complex
benavioral scenarios with nmodels with power o0f higher order
predicate calculysy natural language meta-compiling, 1ineluding
generative models in folklore (Propp and LevieStrauss),

With reference to avove! testing of pPBYchological models and
theories of human behavigr and cognition, Testind linguistic
theories and models in problem areas, ineluding Pidoin and

Creole ontogeny, and {including complex models of semantic
parsing,

Interests==1,3,4,6,7,8,9,14,12,13,14,19%,16,47,18,19,20,21,22
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Mr, John W{lliam Klovstad

Boit Beranek and Newman Inc,
S0 Moulton Street

Cambridge, Massachusetts 02138

Phone==61T1401=AR50

My experience and contribputions thus far have been concentrated
prirvarily in the following three areas of Speech Perception:

f. Word perception (excluding the acoustic processing)
2, Application of syntactic and semantic constraints
3, Control strategy

I have been especially concerned vwith ¢the development of
efficient techniques by whieh philosophies in thesé (and other
areas of interest) can be impleménted, hopefully without
gsacriticing generality. F.¢.s one such technique permits the
efsicibnt consideration of all applicadle word boundary effects,

where each effect is described by a single phonological vord
boyndary rule,

My present work dedls with word perception (lexical retrieval)
and control strategQy.
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1 also have acquired an {nterest {in machine translation,
particularly in the precise internal representation and
supsegquent expression of a concept,

Interestg~=~-1,3,4,6,7,15,17,18,19,20,21,22
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Prof. Mantred Xochen

Mepta)l Health Regedrch Instjtute
Ungyversity of Michigan

Ann Arbor, Michigan 48104

Fhone~=313:1764-2%85

1, Proving, by construction of computer progréms, the existence
of an algorithm ¢that a«forms and @wuses «representations ot
#epnvironment go that {t can @#re¢cognize and wcope vwith an
increasirg bwvarjiety of sopportunities and straps, EXxplication
of concepts denoted by asterjisked terms,

2, Developing a research tecol to help develop a mathematical
theory ot cognitive learning.

J, Extend, test and apply operational computer programs for
action=gelectiasn bLesed on hypotheses to training of medical
s$tudents, helbPing healthesystems planners, analyzing the
structure of what is known in a fleld for gaps, contradictions,

4, Modeling of and experimentation vith question-asking
processes in illestructured problem=-gsituations.

L Connecting ¥ork on the Tepresentation f'roblenm vith
innovations {n educationa] practie¢ (e g,, an experimental
"coulser on rmathematics "teachino"™) and a study o¢ the
organizeation of knowledoe for wise policy~- and feci:ion-makinq.

Intelfest8+=2,4,%,6,7+8,9,314,1%,18,20,21
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Prote. Ell{ot B, Koftman

Computer and Information Sciences Department
School of Business Admin{istration

Texple University

Phi{ladelphia, Pennsylvania 19122

Phone==2151787+1912

The application ot semantic networks to computer-aided
ingtruction is being investigated, The major emphasis to date
hag been on the design of a studenteoriented environment tfor
legrning LISP, The design ineludes & LISP {(ntétpretet with an
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extended errorehandling carability ¢for evaluating functions
written by students, Students can ask questions in natural
language about LISP in g¢eneral and ooncerning specific LISP
fupctions which ¢they have defined, A fuziey parser interprets
the student requests and puilds a LISP function which operates
on a semantic network to determine {ts response,

A gecond effort has focused on the study of a generaf model for
praoblem generation and solution, This mode]l InCorporates
heuristics which corresponds in a duxl manner to Pelya=type
heyristics for problem solution, The model studies the possidle
struCture a problem can have in terms of operations on basic
Problems and the relationship of this struetore te that of the
sojution to the problem, Future efiorts vill consider
intérfacing this general model with a semantic netvork in order
to express the generated problem in natural language form,

Interests~==4,12,5,14,120
XYY ZERIZESYISE SRR RS SYRR RS SIE RS SRS RS SRR RR SRR RS SRS YR RS AR R L Y 4

Mr, Rand B, Xrumland
MIT/Project MAC

545 Technology Square
Cambridge, Massachusetts 02139

Phone=+6171253%3510

Am interested in system building and world modeling in a fevw
application areas, the major one being interactive support for
managers in organitations, Managers often could benefit by
having access to various xinds of expertise for a broad range ot
decision-making and problenmesolving tasks, Amn  {nterested {n
investigating such aexpertise and (n attempting to bdegin to
supply it by building systems te ansver questions, to aid |{n
managerent science model bullding, &nd to &i4 in proegramming
such models, This, of course, involves a broad range of
theolretical and practical issues associated vith representing
Knowlecdge, bullding knovledge Dbases, and interpréting and
utilizing such knovledge, Am  {nterested generally {n other
application areas {n which the problens could be characterized
as those of delivering expertise,

Intefestse~y{,2,6,8,9,20
RRBUERERRFRRERRRREFERBERREFRRSERFRERRBERRRFRERBRRAARRERRFRRERRERRRED
Mr, John L, Kuhns

Operating Systems, Inc,

18345 Ventura Boulevard
Tarzana, California 9135¢é
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(no response received)
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Mr, Michel Lacroix
(See entry for Pirotte)

 EFXYAXXSIES SRR SRS SRS RS RR XL A RAS L AL IR LA SR Y A A Y A R X 2SR}

or, 6, P, J. Landsbergen
Artificial Intelllgence Group
Philips Research Laboratories WB3
Eindhoven, The Netherlands

Phone==040:74 33 6%

1. Formal aspects of the semantics of natural language,
2, Integration of syntax and formal semantics,
j, Question answering systens,

IntPrE‘t"'1i2'617'11013,15)16!17,18,19,20,22
XTI IR RFYR YIRS ZRY R ERRARRSIS Y ER SRR YRR R AR AR YRS L LY EY FREEYS

Dr, Riek LeFaivre

Computer Science Department
Hi{]l Center, Buseh Campus
Rutgers University

New Brunswick, New Jersey 0899013

Phone==2011932-2898

By major concern s with techniques ¢or representing and
mani{pulating "fuzry" knowvledge =+« Knowledqge which is vague,
imprecise, ambiquous, or probabilisti¢ in nature, Natural
language admits @ wide variety of techniques for communicating
furzyY concepts =~-=- My goal s to formalize some of these
techniques &nd {nvestigate their applicatieon to artificial
{ntelligence, The first step {in this direction 1is FUZLY, a
many=-valued Al language currently running at the University of

nigconsin and soen to be avajlable over the ARPA net,
Interests==!,6,7,8,9,14,1%5,16,17,18

AL AR AR e R 22222222 2222222222222 R R FERET ST FT R AR

Dr, James Levin

USC Information Sciences Institute
4676 Admiralty way

Marina Del Rey, California 9029!

Phone==213t1822=1511
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Comprehension of text input, Representation and processing of
semantics and pragmatics, Role of inference and probler 301Ving

in comprehension and production ef language, Analysis of
tagk=oriented dialogs,

Interests~-2,4,5,13,15,20,21

' YT ESRIYSFTRRE S SSSRS SRS FE RS ARRERSR R SS ST RN R RE R YRR R SRR RS Y

Prpt. Rohert K, Lindsay
Unf{versi{ty of Michigan
208 Washteénaw Place

Ann Arbor, Michigan 48104

Phone=+=3131764-4227

I am {nterested in the genetal Pronlen ot linguistic
communication in all of its aspects, including but not limited
to the foliowings the natyre and limitations of intelligence,
natural and artificial; the processing of linguistic utterances
and the handlina of all aspects of their {nterpretation and
productiony the relation oOf linguistic to nonelinguistic
knowledgey the acquisition of linguistic abilities; processes of
inference, includinag induction, pattern recognition, memory, and
problem solving. My {nterests are more philosophiemal and
theoretjcal than applied,

Interpstg~=2,4,6,14,1%,18,19,20,21,22
' TFEIETFTIEERYRTRY RS R SRR SRR LSRR R RS SRR RS R YR RS RS R RRR AR L RS S X RS R 2 X

PrO!l H, Cn LonQUIC'HiQQIHS

Centre for Research on Perception
and Cognition

Ung{versity of Sussex

Brighton BN{ 9QG, England

Phone==0273136 67 55§

Formalising the semantics of natural language,

Interests=~none indicated
REFURERREREERREFRERERSEERERERERER RN RRERFEREEERERNERRET RSN
Mr, Cilinton Prentiss Mah

MIT, Prolect MAC, NE43-419

Capbridge, Massachusetts 02139

Phone=~-6171253=2897

I am {nterested {n defining the role of linguistic context {n
the interpretation of sentences in discourse, The treatment of
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context {in natural language systems has$ usually been nNo more
thah an afterthought, motre often than pot just an artifact of
one’s programming system, In order to undergtand texts,
however, we need & comprehensive model of how context workss
wvhat linguistic features are associated with conteXt, how
parsing strategies can Mmake use of contextually defined
constraints, and how data bases can be constructed to represent
context, I am looking int¢o these Questions with a mind to
developing a nevw s0ort of discourse analysis,

Interests~~2,11,12,13,20,21
I ZYSZEIZREI ISR RER SRR AR R 2 XY & X I IXETEFETII YRS YIRS FE Y YL Y LY YY)

Or, Ashok Malhotra

IBM Watson Research Center

F.0., Box 218

Yorktown Helights, New Yorx 10598

Phone==91{431945-2914

MYy major area of interest {s auvtomatic programming in the sense
of making {t easier for humans to useé computers, This can be
done {n three vayst by allowing them to specify requests for
intormation in natural language, DY allowing them to specity
application systems in natural language, and by allowing them to
customize applications in natural language, Each of these paths
requires the abllity to carry on a conversation in natural
langquage with the user in an effort to understand what he has {n
hig rind, Such a conversation is possible only {f we have a
better {dea eof how the aser stoeres and manipulates infoermation
and Uses nevw (nformation with his existing models of the world

tor problemegolving, decision-making, and coming te¢ Qrips with
sitvations,

Intlrelti"2,4'6,719711:1301‘!20

L AZZA LA R R RIS LSS RRRLIS SRR RS2SRSS RSN RA SRS RS SR R Y X R 2

Dr, William C, Mann

USC Information Sciences
Institute

4676 Admiralty way

Marina del Rey, Californias 90291

Phone==2131822-1511

1 am currently engaged in research on process models of
successful human dialogue, It {s an interdisciplinary team
effort invelving psychology, linguistics, computer science and,

to a lesser extent, erdinary-languadge philosophy and other
llelds,
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Interests==6,7,10,13
RN AR RRRRERRRERBERERRRRERRRFRREERBSRBRBERBERRRRERR AR GRS

Mr, Richard §, Marcus
MIT, ESL, Room 35-40¢6
Cambridge, Massachusetts 02139

Phone==6171253-2340

Current Work: Development of computer~-asgisted systems for
semantic representation ©0f natural language text s0 as$ to
facilitate tunctions such as Iintormation transter, qQuestion
angwering, logic and redundancy checking, Development of theory
of semantic representation emphasizing ambiguity resolution and
bagsed on interactive establishment of sense and reference using
pointers to standard refereénce works and textual data,

Freavious Worki mMorphological and syntactical analysis of natural
languages for use in applications such as information retrieval,
stenotypy transcription, and natural languaqge translation,

Interestse~4{,2,4,12,20
 EXFT XYY EIIYTRE XS REE SRR SR ANLEL AR AR RASS R SRS R A RS AR NSRS S YR X

Dr, William A, Martin
MIT/Project MAC

545 Technology Square
Cambridqge, Massachusetts 02136

Fhone=-6171253~«5893

Degign of & programming language based on c¢concepts (n the
English languaqge, This language {8 for bullding interactive
problem solving systems based on verbal reasoning.

Interests==~y,2,4,5,6,8,9,10,11,12,13,14,19,20,21
' TIEXIIFIYTIEYTRSIZRYIRY SRS RRERSRSRRSIS SIS SRS SRR SRS R AR L RS S LR LS 2 X

Dr, Gary R, Martins
Stomehenge Systems Laboratory
15450 Cohasset Street

Van Nuys, California 91406

Phone==2131785%=6666

To sUccessfully understand human language behavior, and to
embody this understancing in useful computational mpdels, {t is
first necestsary to drastically revise the dominant contemporary
approaches ¢to language, Successful Qrammars, (n the future,
will be rooted in coherent descriptions of the pragmatic¢c and
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sepantic pPhases of language use, with syntactic and phonological
Processes stranglY subordinated to these, The semantic
framework of a language transaction {s an explicit account of
the function=argument relations {n the transmjtted material, and
may conveniently be represented as & selt-referring list; this
representatien covers, in a single structure, anything fronm
exclamations to extended, multiparticipant discoeurse, Pragmatic
PresSures are resolved bhy modifications of ¢this structure,
permuting i{tems (e,9.,, for emphatic purposes) or replacing them
(e,0e, fOr atficiency, as in pronominalizaticn), and s0 ova.
When an acceptable structure {s reached, the syntactic ana
Phonological consequences follow in a straightforwvard manner,
The lexicon is princivally {ndexed by vwords, vwhich are
Crost=linked for conceptyal relatednoss, Fach lexical entry
carlrlies recipes detalling the semantic, syntactic, and
Phonological behavior of the word, Abstractions from these
recipes, as the lexicon gJgrows, constitute true linguliatic
generalizations, from which the familiar categories and "rules®
of grammar are derived, This viev of language explicitliy claims
validity both as & basis for computational procedures and as a
nodel for human language acquisition and use,

Interests=-=none {ndicated
I ZFTYIZXRTEITT NI SIS SRS EEY AT R LRSS ERSLSE SRR SR YR R SR R R L A X R X R X

Mr, Gerald B, Mathias
Eagt Asian languages
University of Hawail
Moore Hall 370

1890 East West Reoad
Honolulu, Hawaii 96822

Phone=enone listad

Peveloping parsing proecedure for standard colloquial Japanese,
The goal i3 to write a context-sensitive algorithm to reduce a
transliterated repredentatior of sentences to a universal
abgtract semanti¢ representation of & sort that can be ¢tonverted
into any g@iven natural language vwith a semantically based
sentence-generating procedure, Although attainment of the goal
woyld obviously result in machine translation, the {immediate
practical purpose of using the computer {s for a qQquick, unbiased
check of the {(nterrnal consisténcy of each developmental stage of
a mode]l of languagé comprehension,

Interests==none indicated
'iiiiiliiiiiilili***!‘iiliiil*iii**li*i*i!iiiii&iiiiiiiiiii*t*i!
Prot¢, John MeCarthy

Computer Science Department
Stanford University
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Stanford, Cali{fornia 9430%
(no response received)
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Mr, George W, McConkie
Department of Education
Cornell University
Ithaca, New York {14853

Phone==6071256=2063

I am interested in the development ot an {({ntormation=processing
theory of ¢fluent reading, including perceptual as vwell as
language=processing aspects, Present concerns include the
inyestigation of the size of <the region £rom which various
aspeCts of the visuval informatiom are obtained during a
fixation, {dentifying what aspects of the visual pattern are
used {n reading, specitying the nature of the control over evye
movements {n reading, discovering the temporal characteristics
and sequence of various processes involved {n assembling the
meaning of the passage, analysis of the semanti¢ structure o¢f a
text and relating structural characteristics of the text to what
readers tend to remember ¢fyom the passaQe,

Interests~=4,11,modeling the reading process
i!}lﬂl*iil#lli*illl#l*i!i*ll*#lib!iliiill!&ll&ii*iilii#!llii!ilt
]

Mr, Drew Vincent McDermott

MIT AI Laboratory

545 Technology Square, Room 814
Cambridge, Massachusetts (02139

Phone==6171253=5899

I am interested in building general=purpose world modelm ¢£or
Preblem solving and. semantic and pragmatic processing o¢ naktural
langUage. I am especially interested (n tnhe problem of chanje
in such a model as new {nformation and advice are acquired, I
haye bean focussing on predicate calculus as the netation for
bejiefs in a model,

Interestse=2,6,7,8,14,15,16,17,18,20,21
L FXE ISR SRS RS NYSISAR LSS SIS ESA TSN ERE SRR SRR S22 X R 2 R & 2 4

Mr, David McDonald

MIT AI Laboratory

545 Technology Square, Rm 824
Cambridge, Massachusetts (02139
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Phone=-=6171253=6032

By background and inclination, my primary i{nterest {s natural
language, My original vork wad TrTevising and extending
Winograd’s SHRDLU program, Presently I am developing the
linguistic component of & system for generating, as opprosed to
understanding, language, The main concern {s to examine why
various constructs available {n language are used -- e¢.9,, what
decildes between passive and active (n a ¢given sitiation «+ and
then embedding such intormation {in a program which can translate
a yepresentation of a desired vtterance given in the {internal
tormat of the main pragram =~ say a personal assgistart -« into
fluyent Fnglish which properly conveys the matn program’s
intentions,

By extension, 1 am interested {n expert programs {n General,
programs with rich semantic data bases -- chess, programming
asgistants, appointment schedulers, etc. How does one
coordinate decision making in an environment where a large
number of facts may be relevant, and the decision metrics are
very poorly understood?

Interlltl"l121314,6'819'14119120

I AT XX SRS REY RS YR ES SR RY R NI R EY RN FY B RN R Y JEEEREE PR FEFPREEE)
Dr, Pilet Medema

Artificla) Intelligence Group

Philips Research Laboratories, WwB1}

Eindhoven, The Netherlands-

Phone==04u174 32 B3

Question A sswering systemg using!

f. vwritten {nput

2, natural language
3, 1large data bases

Desion of clean, vwell-structured systems (programs)
Decision Problems or decision tree strategies,

Interestg=~4,2,9,17,18,19,20
PR R R R R R AR R R E R R R R R R EF R DR R RR R RBR R R RN RBRRE RN R RR NN

K, Henri Melonl
(see eNtry for Battany)
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Dr, Perry L., M{}ller
MIT, 36=57%
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Cambridge, Massachusetts 02139
Phane«e§{71253«7309

1, The prodblem of developing an "adaptive"™ natural languaqge
system which, if confronted with a sentence containing a word or

expression it did not understand, could askx ({intelligently ftor
clarification,

2, 7The problem of using syntax ahd semantics to assist in
sPeech recognition,

3, The probler of parsing unrestricted text as fully as
possible to provide i{nformation useful for {Incorporating
"prosodic" effects into synthesized speech,

Interests=--3,15%,19,20,21,22
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Proft. Jack Minker

Department of Computer Science
Unjversity of Maryland

College Park, Marvland 20742

Phonee«=301:45¢+-2001

My major interests {n artifticial 1intelligence are {n the
development of problem solving systems with particular emphasis
on Question~Answering (QA) Systems, 1 have interests in all
aspects of QA Systemsi natural language {input processing, data
structures necessary for large QA Systems, problem solvers
needed to perform deductive searches, and the output language to
be presented to the user.,

The main emphasis in my current work is on the probiem Solver
Portion of a QA System, Syntactic, semantic (real vworld
knaovledge), paralle]l and {nteractive technijues Aare required to
effectively direct deductive searches, nork is being conducted
in all of these areas, An experimental theorem proving system
termed the Maryland Refutation Proof Procedure Systeém {s being
USed as & focal point {in the research,

As greater insioht is gained int¢ the propblem of deductive
searches for large QA Systems, attention will bé¢ focused on
other aspects of QA Systems, and other problem solving areas,
Interests--l,2,4,5,6p7,9,14,15:16,17,19;20

HRJGURBRABBERRBERRBEERERRRRERRREFRFFERREREFERFREFRBPEFRERERBPREENE SRR

Prof, Marvin Minsky
MIT AI Laboratory
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548 Technology Square
Cambridge, Massachusetts 02139

(no response received)
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Dr, Kenneth I, Modesitt
Mathematical Sciences
Purdue=-Fort Wayne

Fort wayne, Indiana 456808

Phone==2191482-5380

Natulal Language Programming
Question Answering
Extengsible Processors

Interests==2,4,20
IIQQ!*lii&!!llﬁ#l!!l!*!lllil!ilii&*ill*i*!i*li###i*ll*iiil**ll**

Dr, Christine A, Montgomery
Operating Systems, Inc,

21031 Ventura Boulevard, suite 1200
Woodland Hills, California 91364

Phonee=2131887-4950

Automated understanding of naturay} language text, which

necessarily fnvolves tor any complex applicafiion syntax,
semantics, pragmatics, inductive and d4ed0ctive logiC,

IﬂthE’t"’i]112113115116f17l18119!20121
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Dr, James A, Moore

USC Information sciences
Instifute

4676 Admiralty Way

Marina del Rey, California 90291

Phone==213:1822=1511

Representation of knowledge
Production Systems

Semantic Nets

Modeling of Dialog
Man/Machine Interactlion

Interests'-1,4,6,7p13;1&,20
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Mr, Robert C, Moore

MIT AI Laboratoery

545 Technology Square, Room 818
CambridqQe, Massachusetts 02139

Phonee=6171253=5868

I am most {nterested in extending procedura)l deduction systems
to be able to Trepresent a vwider range of information than
Previovsly possible, 1 am currently wogrking on reasoning ftrow
incomplete knowledge, particularly reasoninyg abasut change (the
"frame problem") from incomplete knowledge, Also, I am vworking
on Teasoning about Xknowledge and belleft, I am interested in

Usi{ing this type of system as the reasdning component of natural
lanouage understanding systems,

Interests~~6,8,14,15,17,20
FRERBBEEFEEFREXPRBREFEERBERESRFBRFRRESRFPEE R R R LEZRERESRREERNRRS

Proc. Johr A, Moyne

Department of Computer Science
Queen’s College, CUNY
Fluyshing, New York 11367

Phone==2123520=7158

Interested {n all aspects of natural languvuages processingy
theories of formal and natural languages and their re ationship
to automata; syntactic and semantic studies in various natural
and artificial languages,

Interfests~=4,2,5,14,12,13,19,20,22

R AN BERRERBERRENEFRFRERRREFRREFAEFERSRREFRB RN EERRERRERERREEPS
Pro¢, John Myloepoulos

Computer Science Department

Un{versity of Toronto

Toronto, Ontario M5S A7
Capnada

Phone==4161928=5180

1, Design and implementation of Natural Language Understanding
Systems for specific universes of discourse,

2. FRepresentation problem in situations where {t may be of use
in {,



ARTIFICIAL INTELLIGENCE AND LANGUAGE PROCESSING Page §3
A Directory of Research Personnel

3, Programming languages for Al, with an emphasis on features
t at may be of use in 1§,

Int@rﬂ'tl"l0406p11'lq'20,21
'.Q"I"'Ql"I"'"*“**"""*“'*"*****.****"***'****'******‘***""‘

Dr, Robert Allen Nado

Menteal Health Regearch Institute
Unyversity of Michigan

205 North forest Avenue

Anp Arbor, Micrhican 481iR4

Phone=+313:764-4220

Coal=Oriented Problem 8o0lving
Learning

Tagk Oriented Language Processing
Representation Theory

lnterestl-",ﬁpB;lQ.15,20.21
.'}‘.’.*‘.‘"‘.‘*"*""i‘*”’*."*"***'*'*"*"’**.’*"'*l"***"*"*

Prot. Makoto Nagao
Electrical Engineering
Kyoto University
Yosghida-Honmachi, Bakyo-ku
Kyoto, Jaban

Phone==07%«751=2111

We have been engaged in building an intelligent
QuUestion~answering system and a machine~translation system, We
adopted and modified Fillmore’s case-grammar to anulyze -Japanesé
sentences, A dictionary, vwhich contains about 350 words with
detailed semantic descriptions, and 4 nev proaramming languaqe
named PLATON, which accepts string, ¢trees and 1ists and
trantforms them {n arbitrary ways, have been developed, PLATON
i{s basad on the agugmented transition network model of W, Woods,
ang has warious additional capabilities of recent Al Jlanguages,
that i3, patternematching and flexible backetracking mechanisms,
By using these, we constructed a parsing program to analyze
seéntences {nto conceptual representation, which bears some
regemblance to Schank’s ccrxceptualizatien, Based on this
repregentation, we are now developing an efficient interence

algorithm which utilizes various set-theoretical relationships
betvween concepts,

These programs are written in LISP, A LISP {,% {nterpretive
system using & virtua)l memory concept {s implemented on a
rini~computer (TCSBAC=40), We are nov going to build a new LISP
gsystem following the speclifications of Stanford LISP 1,6
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equipped wWith a backetracking tacility.

We are also interested in auvtomatic indexiny, abstracting, and
information retrieval systems which cap carry out intelligent
conversations with people threugh natural language,
Interests==2,11,13,14,1%,17,18,19,20,21

RRGRBAERRBREARBRAEAANEREAREFREEREFFRBAERRIRBARSGERGPSERERERIRBAERRIREERES

Mr, Selichi Nakagawa
(see entry for Sakal)

RUG B RRRRRRBREFRARBERER BB RTRRERBARPRFREEREARRRPRERRFARERA NS

Mr, Kazup Nakamura
(see enti1y for Nadqao)

I ZFYIEEEFERTRFRREY SR PR R R RY RSN EAESASASASS SRR RR AN R RS R R AR SRR L KX Y
Ms, Bonnie L, Nashewebber

Bojt Beranek and Newman Inc,

%0 Moulton Street

Cambridge, Massachusetts 02138

Phone==617:491-1850, ext. 227

I have ¢two major areas of jinterest; lexical semantics,
especially as it interacts with speech understanding, and
intelligent SD1 systems (Selective Dissemination ot

Ingormation), My current research involves the construction of

the semantics component of BBN’s speech understanding system,
SPFECHLIS,

Intelests~=2,3,20,501
li**lﬁii*li&&*#*i**ii*ii*li*liiiiii*{li*iiiiiii!iiiiiliiiii*iiil
Prof, Allen Nevwell

Carnegie~Mellon University

Pittsburgh, Pennsylvania 15213

Phonee==4121621«2600, axt, 562

My major concerns areg

1. Human Cognition, Currently this (s focused at the levels of
complex problem solving on the one¢ hand and the architectural

structure of the basic inforrmation processing system at <(he
other,

2. Production systems as control structures for AI, A
reflection of the above, where production systems are of
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interest currently, (PRG)

3, Understanding, especially thne mapping required to Iidentitfy
rethods with external situations, (MERLIN)

4, Protocol analysis of verbal reports, egpecially the
automatization of such analysis, (PAS2)

5, System building, especially implementation system
InteTests~=1,3,4,5,10,14,15
OiqqililiiilGlll&&illlGi!qli*&&l#i!*l*'I*l«*&l!!#**#ll!!‘iﬁ.ll!l

Frof. Donald A, Norman

Department of Psychology

Ungyversity ot Calitornia, San Diego
la Jolla, California 92037

Phone==714:452-2947

Dr, Notman studies the mechanisms underlying human information
processing, with special emphasis upon memory structures,
perception, and lanquage, A major cemponent of nhis work has
been the development of an active structural netvwork Mmodel of
humad memory, The model describes the components of processing
including ihteraction between procedures and knowledge of the
huran, A major c¢omponent of the mode!l {s the analvsis of
English language {nto {ts underlyYing propositional strutture,
The Model has been simulated on a large digital computer and

fincludes vworking inverpreter and augmented-transition network
parser,

Current work has examined the nature of processing structure In
human attentional and perceptual processing, Emphasis has been
conoentrated on several different aspects of performance,
including process of perceptual pattern recognition., One major
Project s {nvolved {n the study of learniny and teaching,
shoving how the active structural network {s related to problems
in communication between teacher and tutoer,

Interests=~=2,4,5%,13,21,huran memory

RGN RER R PR BT R TR ER AR E PR EFIRNEREREAREFRERRREEPESRISETRREARERER
¥r, Gordoen S, hovak, Jr,

Computer Science Department

Unyversity of Texas
Augtin, Texas 78712

Phone«=51231471«45261 262800, ext, 492; 444~-0142
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My major current research interest {s the i{nvestigation of the
Process of building an nternal model which represents the
meaning of a paragraph of text, Specitically, 1 an
investigating the process ot understanding and solving physics
Problems at the high school senior/college freshman level, This
pProcess involves building an internal model of the {nteracting
physical objects described in the problem statenent,
{identitication of the correct phydical principles which rodel
the situation and creation of an abstract rmodel of the Problem,
and finally, solution of the problem using the abstrast model,
I am writing a program which will aecept physics prodblems {n
Fnolish in essentially the same tform as they are o9iven {n
physics textbooks,

Interestl'-1,2,4,b114115119120121
T TXYIFYSRFE SRR FR Y TRSNSSR S SRS ISR E SRR SRS RERRRE LSS R RS AR SR SN N X 1

Mr, John C, Olney
System*Developnment Corporation
2500 Colorado Avenue

Santa Monica, California 90406

Phone==213:393-9411, ext, 7524

i, To contribute to the devalopPment of¢ Toutines tor
interpreting uses of words in nonemetaphoricelly extenNded senses
by working out precise semantic and morphological descriptions
of the roughly 2000 standard processes of affixation, conversion
(e.9.,, from a verb sense to a noun sense vwithout affixation),
and sense change not accompanied by change ({n affix or part ot
speech which nave been isolated via semie«automatic processing of
the detinitions entered in Webster‘’s Seventh Colleyiate
Dictionary and its pocket abridgment,

2. To promote the applicatiolf ot analytic ophilesophy ¢to the
representation of word meanings and other Kknowledge {n AI
deyices by selecting, extracting, partially integrating, and
partiajly formallzing conceptual analysss offered for particuvlar
terms in the recent philosophical 1literature (the extracted
analyses are being entered in SOLAR (a Semantically=-Oriented
Lexica)l Archive)),

J, To investigate patterns of thematic development (primarily
at the clause level) in scientific writing and thelir
rejationship to anaphoric Treference;y the procedures {nclude
partial translation of Scient{fic American articles into a

formal=lodic language and semantic analvsis of sentential
adverbs and subordinating conjunctions,

Interests=«6,11,20,conceptual analysis,robpot ethics
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Prot, Michael] H, 0 Malley
Computer Science
University of California
Berkeley, California 94720

Phone=-=415%1642-4624

My major interest {5 in ERmMguage understanding by computer, 1
am especially iInterested in those aspects of understanding
regsearch vhich dea)l with the encoding ot syntactic and semantic
intformation into Ethe acoustic signal, For example, [ am
interested in rhythm and intonation as signals of syntactic and
semantic units, the design of parsers which incorporate prosodic
information, and human perception of speech,

Intﬁrﬁ‘t"'2'3;4'10,19520121722
I EFT IS IS TSI RFYRNS TSI R IR YR YR R R RS YR SRR ER Y R R ER PP P PP FR PP R PR PY FR W P W

Pr, Milos G, Fachmk

Bldg. 12A, Room 3039

Computer Research and Technology
National Institutes of Health
Bethesda, Maryland 20014

Phone-=3013496=6119

Computational morrphology, morphosemantic segmentation of medical
compound word forms, their semantic interpretatien and the
development of corresponding paraphrasing rules; sttucturing of
medical microglossaries; formalited description o¢of semantic
rejations among syntactic units in medical diaonoses for the
purpose of intormation retrieval,

Interests~=noné indicated

(AT I ALEZ I XSS ARSI AL SRR R T2 LR RN R XN Y W E IR PR R G IR PR R VSRR R AR VRV VR VRV Y

Dr, Jacob Palme

Swedish National Defense
Research Institute

S=104%50 Stockholm 80

SWEDEN

Phone-=46R8163 {8 00

We have been pioducing a natyral language gquestionvanswering
system using English as di{scourse language, Our system can take
both facts, deduction axioms (= natural language {f-statements)
and questions in natural English, The svystem i$ not limited to
& special subject area, but is aimed at those kinds of facts
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which are usually talked about in natural languaqge, Special
emphasis in our project has been on finding a data base
representation for facts which have been input {n natural
lanpguage, such that this data base representation (a) is easy to
translate to, (b) permits representation of all kxinds of facts
inciuding deduction axioms and quantitjed expressions, (c¢)
permits fast and efficient deduction when answering questions,

We now have a working gystem which can handle rany quite complex
statements and deductions. Our working system lacks, when this
is written (1974) facilities for handling environmental changes

vith time and tor handling not necessarily trup Dbtellef
structures,

we pbelieve that the most important céhtribution for further

regearch from our Work {s our system for data base
representation,

InterTests~=2,6,17,20
I ISR EEE TSRS SRR YRS RS STEESLR LSRR R RS SRR SRR ST RS SRR RS S S AR SRR 2 2 X

Prot. Seymour Papert

MIT AI Laboratory

54x Technology Square
Cambridge, Massachusetts 02139

(no Tesponse received)
******iilll*l***iilill‘ll*llilil*ii*l*iil*}*li!*lil!illi*!il**i!

Dr, Robert Pasero

Groupe Intelligence Artificielle
UER de Luminy

70 Route Leon Lachamp

13288 Marseille Cedex 2

FrancCe

(no response received)

' TR ETFTETEEYTRESL YT PR RS PSR SR T LSS RS Y PR R YA RS LSRR E S I R X X )
Dr, FPearl R, Paulson

9315 East Parkhill Drive

Bethesgda, Maryland 20014

Phone==340131530=4372

Interests: Modeling compitehension of connected discourse)

evalvation of such models: 1{aison between antificial
intelliqence and education,
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The £irst two interests result from ¢ereating and evaluyating
READSUM, @ model that used paragraphs from social studies
textbooks as input and gave summary sentences as output, where
the Bubject of a summary sentence was the paragraph’s main topic
and the predicate wag that topic’s main activity or attribute,
The l1ast (s because my concern with comprehension began when I
wag & teacher,

Modeling: A reader’s knowledge system as he approaches the
pagsage and how he se.ects from and alters {t, Relating fdeas
when they occur {(n different syntactic elements or are expressed
in different sige syntactic units, Pragmatics, such as varying
sepntence transtormations to expedite domparison of meanings, and
determining how much {ncongruity can be tolerated before
rodifying a tentative formulation of main ideas.

Evaluation: Objective wayg to determine similarity of meaning
between two paraphrases=«when one {s a summary of the other, or
when they are created by alternative models, or when one s done
by artificfal and the other by natural intelligencte,

Ligisony Translating gains made by means of artificial

intelligence research into Jimprovements in language arts
ingtruction,

Interelts--4,5,7,10115117:18:20;21

22X 322X X222 ERS LRSS RR RS2SRRSR RYR YRR R R TR ERR ¥ F R E R

Mr, William H, Paxton
Artiticial Intelligence Center
Stanford Research Institute
Menlo Park, California 94025

Phone==-4151326~-6200, ext, 4111

My maiqor research interests are all related to natural language
understanding and can be roughly divided intp four areasy

i, Program architecture for language understanding systems =--
the integration of a variety of sources of uncertain information
into an efficient, coordinated whole,

2, Parsing algorithms for spoken and written natural language
== cOntrol strategies, use of context, focus, etc,

3. Representations for linguistic knowledge == agpecially ¢or
Tules of grammar and semantic i{nterpretation,

4, dSyntax and semantics of English == ¢the development of a
linguistically adequate and computationally feasible set of
rules and algorithms for translating English into a
repregentation appropriate for machine comprehension,
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Interestl--1,3,4,6.7,15,16,17,18:19;20-21
l*Q*'****'***‘******'******H'*****Q*********ﬂ*'i'*i'i#**'*'*“ili

Dr, C, Raymond Perrault
Department of Computer Science
Mcpennan Physics Laboratory
Un{versity of Toronto

Toronto, Canada

Phone=+«4{63928-54743 288=-3378

Forma)l properties of augmented transftion networks, compleXxity
of natural language processing, parsing stratecses,

Interests~=16,20,21,22
SRPRR WA R RERRRERBRRRBERRREFREFRERRERFREREE SRR RRREESEEFREER

Dr, Stanley R, Petrick

I1BM Watson Research Center

P.0, BoXx 218

Yorktown Heights, New York 10598

Phone=«9143945=-217%

Natural language QquUestion-ansvering systems, Including the
syntactic and semantic analysis of i{nput sentences and thedir
translation to computere-interpretable form,

Interestse=),2,3,4,11,13,16,17,19,20,21,22
' TICIES ST TRRFFTRFEYERRERRRRF PR S RARER YIS REYRERESYRERS SRR AR R AR R XN R

Dr, Brian Phillips

Communication Engineering

University of Illinois at
Chicago

Chicago, Illinois 60680

Phone==none listed

I am currently evaluating a psyYchological model, in network
form, ¢€or conceptual knowledge, Linquistically, the model ¢an
be viewed as generating the semantic structures underlying

Speeth acts, It can alsu serve as a medium for conceptual
planninag,

The model is presently applied te an analysis of discourse
conerence, The surface form of discourse is loglcally
incomplete, but ‘common Kknqwledge”' (s uged to infer the
omissiovns,y thereby reconstructing A logically complete
underlying structure, {f the discourse (g coherent, Current
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work centers on tormally examining the notions of ‘logical
completeness’, *plot’ and “thematic’ structures in discourse,

Interests==4,;4{1,20
i"*IQ***‘Q****!‘*'*'*iI**ll*i***************i*“***‘**i‘**'****l

Dr, Rlain Pirotte

MBLE Research Laboratory
2; Avenue Van Becelaere
1170 Brussels, Belgium

Phone==0463173,41,90

Design and implementation of high=level query languages
including (pseudo) natural language ¢or relational data bases,

Interests==2,1%,16,17,20
R RTE Y P g A VR IE W R A R I O SV R g g v

Pr, wWarren J, Plath

IBAM Watson Research Center

P.O., Box 218

Yorktown Heights, New Yorkx 10598

Phone==914:945-1161
My major research interests include:

f. the development of transformational 9grammars of semantically
regtricted subsets of natural English, including coverage of

such key phenomena as conjunction, pronominalization,
quantitication and comparisony

2. the development of computational algorithms ¢for parsing
sentences with respect te such grammars;) and

3. experirental applications involving the emnlayment ot
transformationally~deftined, machine~understandable subsets of
natural Engli:sh ¢or interaction with ecomputers, @e.,3.s in
Question+ansvering on formatted data bases,

InteTests==1,2,6,19,20,transformational grammar,sentence parsing
systems

WAL A AAAAL I ARSI A R A2 21 22222 2222 EXY SRR R TR S S XX X X221,

Mr, Vaughan R, Pratt

MIT Al Laboratory

545 Technology Square
Cambridge, Massachusetts 02139
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Phone==6171253«5¢76

My main interest at present is the development ot a tacility ¢to
enable the rapid installation of "English fronteends"” in
interact{ve programs, A prototype sy#tem, LINGOL (Linguistics
Oriented Language) exists and can be wrung from its owner ¢ you
persist, It should run in any LISP environment with at rmost
minor modification, current work is directed towards
implementing a large subset of English as tne ¢fronteend ot a
Hand=eye SyiXtem at MIT,

Interestse=t,2,¢,6,11,15,19,20,21
A EXIIFEEYSLRTYYRRERFRFRER R R T TR IR R R R RE R RE B R IR W ORGSR PR R g g g g gy

Dr, Anne=Louise Guichard Radimsky
Department Of Electrical Engineering
Unjversity of California

Pavis, California 936186

Fhon@=*=9163752«25861) 929«1195%

My interest lies in the semantic representation of intormation
sujtable for manemachine communication in natural language.

I nave developed a representation based on Chafe’s Semantic
Structures and have built a system capable of processing a text
found Iin an elementary math textbook, I am eyrrently developing
a4 system dealing with problem oriented medical records with the

intention of studying the {Introduction of explicit deductive
capabilities into the systenm,

Interests=~1,2,4,11,43,17,20

L AFYTILSEIIEIRES SIS ER RS E T SRR EE LR 2R LR R T EE FEE PR RGP PRPE LR PR Y PP P PR PR
Prof., D, Raj Reddy

Department of Computer Scjience

Carnegie=Mellon University

Pittsdurgh, Pennsylvania 315213

Phone==4121621»2600, ext 149

Current research interests Computer Science, Arti{ficial
Intelligence, Man=Machine Communication, Machine Architecture,
Realetime System Design, Speech lnput to Computers, visual Input
to Computers, and Graphics,

Interestse=-4{,3,10,19,20

RPN ENERERAREERERRERRERBERBFRERERERRRRERRERRRAEERARRRFRRRERERFRERN
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Prof, Larry H, Reeker
Computer Science

tUniversity of Arizona
Tucson, Arizond 85721

Phone==50316086-4429) 686-4394

1, Simulation of ¢first language acquisition. The "Problem
Soiving Theory" of language acquisition holds that language
learning consists of several Interactive types of learning, ot
which the "structural learning portion involves an {nteraction,
analogous to problem solving, among the ¢hild’s developing
grammar, adult utterances, and sitvational semantics, A partial

simulation is currently {in operation and extensions are under
vay,

2. Computational and matnhematical theories of natural language
syntax and semantics.

J, Systems=building aids for linguists, The £irst of these |{s
aimed at the construction of syntactic and semantic systems,
using a type of generative semantics model, At the time of this

writing, & system {s running in SITBOL on the FDP/10, but no
detajled documentation i{s available,

Interelts'-l4,15,16,17,18,19:20:22
 AFE2 TR ITEYRYT LR SR ST TR R RE R LR R E R L ER FRR NP PP R PFEPF PR PR TR RPN

Prof, halter Rejitman

Menta) Health Researcn Institute
Unfvergsity ot Michigan

Anp Arbor, Nichigan 48104

Phone=<«313:1764+4220

Representation and utilization of complex knowledge Structures,
Target situation presently under i{nvegtigation is the highly
$killed player s knowledge about the game of Go, and the
linguistic and non=linguistic representations thereot,

Iﬂt!f!ﬁtﬁ"l,‘,8;1011‘!20

WA LIARE2 IR AL RS2 2 X2 2 222222222 L2 RS ST RS S L YR RCL

Dr, Cnharles J, Rieger
Department of Computer Science
Unjversity of Marvland

Cojlege Park, Marvland 20742

Phone==30114%4-4245
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1. Interpretation of Sentence Meaning in Context: How does the
meaning of a sentence depend uUpon cContextual expectancies
established by preceding sentences? 0f particular interest are
sentences vwhich are syntactically and conceptually unambdiguous
as (solated uytterances, but wnhich have radically different
higher level ({nterpretations {n contexts, Current research
involves a mechanism called cgnceptual overlays,

2. Conceptual Memory and Intferencey what do the storagQe,
retrieval, reference-vestablishrent and inference mechanisms ot
conceptual memory look like? what are the commonsense classes of
{in¢gerence people must make to comprenhend the meaning of
sentences? When is inferencing done, to what extent s it
undirected, to what extent s it directed by context, and how
abyndant is it during ordinary commtehension ¢ text? What is a
quantitative measure of comprehension?

3, Meaning Representation of LanJuage Utterances: what {s an
adeqUate set of meaning primitives for representing large
Classes Oof everyday language utterances? wWhat relati{onal
primitives (things like causality, {ntentionality, enablement)
are nNecessary for representing more avstract concepts such as
motivation and purposive planning?

4, Modeling of Belief Systems: What Kinds of structures are
necessary for storing peliefs? How do beliets interact with
meaning interpretation of language? How does a8 model of the
other party of a conversation aftect the i{nterpretation ot what
he says and what s said to him?

Interests==4{,4,6,7,8,12,14,15,17,20,21
RNEJERRFRERRRFREERAERERERARRRERERRERERRRRREFRRERREREFERTRERREERRRDR

Dr, Christ, .iher K, Riesbeck
Computer Scijence Department
{0 Hillhouse Avenue

Yaje University

New Haven, Connecticut 06511

Phone==203:562=7875

Primary interest in the comprehension of natural language texts,
By comprehension I mean the assignment of meaningful structures
to input sentences, Naturally the task {nvolves intérests in a
numbér of other areas, These interests are:

1. Linguistice
a, Words, and the nature of word meanings that allow
flexible {nteractions with cantextual conditions,

b, Texts, and the story patterns that provide
intere-gsentential relationships for those texts,
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2, Psychological:
a, The organitation of memory into useful (as opposed ¢to
logical) clusters of knowledge,
b, A set of general jinformatjion processing mechanisms (that
includes those useq 1In comprehension) that can interact
easily with each Qthdr.

3, Epistemological:

a, The representation of belietsy
(1) about simpLe st¥tes and events, for vwhicgh the
Conceptual Dependency system of Roger Schank is umed,
(2) about situations, l.e.y nOrmal sequences of states
and events, for which a frames approach (that includes
the lingulistic story pattern) (s used,

b, The representation of the proecessing mechanisms, for

hhich the regsults of my own wWork on expectations is us 4,

Interests=~4,7,15,20,21
AT EAZTEIREREE SRS 2SR SRS ET SRS ST R LR R FHE ERFEE EER TR FPR PP R RPIERE Y

Mr, John Roach

Department of Computer Sciences
330 Painter Bldg,

Unjversity ot Texas

Rugtin, Texas 78712

Phone=+none listed

Ropot planning and modeling is primary. Natural language
rarsing and di{scourse analvsis,

Interegts==6,7,68,9,11,14,15,20
!!.Q!I!*!Ilili#il*ii‘!*iilli'}liii*Ii*ﬂ&*iili*i%i****!***ii****i
Ns, Ann E, Rebinson

Arrificial Intelyigence Center

Stanford Research Institute

Menlo Park, California 94025

Phone==415:326=6200, ext, 3368

Lanquage uUnderstanding systems == including TreplfeSentation of
the language models of the subject domain and the use of such
models in parsing and understanding,

Interelts-'!,2,3,6'14.20,?1

WAL AALALAAA R NIRRT ZRLSIT R L LR R TR FRY PR g G g i G R g VR g g

Dr, Jane J, Robinson
Artificial Intelligence Center
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Stanford Research Institute
Menlo Park, California 94029%

Phone-=419%5:376 6200, ext, 4573

Regearch interests cenlter on the prgoblems of modeling the
cognitive strategies dJdetectable im human and humanemachine
interactions in which natural lanQuage s the code, and
continuous speech {s the medium, This involves soecification in
formal terms of the grammar of a *havitable’ subset of a natural
lanouage, of syntactic and semantic case Trelations, and ot
Bignals of structure in discourse, especially {n cooperative,
tagk=oriented dialog, Included are formal analyses of
intonation and cther prosodic signals of sentence and discourse
leyel meaning, The rpragmatics of achievine a rezting of the
minds through dialog is a current focus for research,

InthEitS"21314'10:11!12,13!19!20(21
TR R Y R SRR N Y R Y YT EYFI X AR R R PR EEE FEEETEYRYRTERER TSR

Dr, David Rumelhart

DepartMent of Psychology

Un{versity of California, San Dieqo
La Jolla, Calitornia 62037

(no response recelived)

TS I I I I I I I I T I T T T T S I I Y Yy Y
Lr, Naom!{ Saqger

NYyU Linguistic String Project

Warren Weaver Hall

251 Mefcer Street

New York, New York 10012

Phone==2121508=2294; 598-2295

Al] aspects of computerized natural language PpProcess. ng, In
particular; Parsing, text analysis, informatien retrieval from
natural lanquage data bases, fact retrieval,

Algso! Computer~aided instruction of Languageg, and using natural
langisqe,

Algot English in manemachine communication,
InthQ‘tS"2f3"'516p11p12r13019
**G*!!I*i**lli***!ii***ii*iii*i***iillili*i!iiliii*lllil!**illi*

Pref. Toshiyuxi Sakal
Information Science
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Kyoto University
Yoghida~Hgnmachl, Sakyo<Ku
Kyeoto, Japan

Phone==N75=781=2111

Our research interest i{s {n constructing 3 speech Understanding
system for a limited task domain with a vocabulary sizd of a fevw
hundred words., The system deals with two main problems of
natural leanguage processing, First, possible words {n an
utrerance are predicted by utilization ot syntactic, semantic,
and pragmatic information, Second, the recognized sentence {s
understood, that {8, transfered Lo an internal repregentation (n
computer memory, and an answer or appropriate action taken., OQur

tagk i{s "questions about status or commands for a computer
negwork,"

Intelestsg==3},19

XTSRS SRR ISIRS IR RS AL SRS 2L S RYYSRESE SRS A RS RS X 2

Or, Morris Salkofg

L.A.D.L, = Tour centrale, 9Je
Unjversity of Paris VI]

2, Place Jussgieu

PARIS, 5, FRANCE

Phone~-~=336-252%, poste 5697 or 5692

A program for the automatic syntactic analysis of French has
Deen written that uses & French grammar constructed 4n
accordance with Zellig Harris’ theory of string qrammar, The
analyzer s proqrammed almost entirely in FORTRAN, with the
exception only of a few machine lanquage modules for individual
bit processing, The resulting proegram can operate on any
computer with a basic FORTRAN compiler; i1t s presently

ocperational on the IBM 380 series, and has been tested on a CDC
6600, Yielding {dentical results,

The analyzer, vhich 18 entirely independent of the grammar and
the Llexicon, requires as {nput a string qgrammar (of any
language), a dictionary whiech lists for each word the syntactic
(and semantic) subclasses of the grammar to which {t belongs,
and the sentence to be analyzed, The program yigelds one or more
decompositions of the sentence, always few {n nunber, depending
on the degree of structural ambiguity, However, none of the
analyseg differ solely in the point of attachment of various

prepositional qroups whose function often cannot be formulated
Precisely,

This program wil)l be used in further research on sutomatic

tragnslation, automatic Jdacumentation and other research in data
processing ({n natural languay?.
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Interests==16,20
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Pr, Erik Sandewall
Uppsala University
Datalogilaboratoriet
Styreqgatan |

75223 Uppsala, Sweden

Phone==46~-1831f 19 25

Lapguage~Related Interests; Forma)l systems for Tepresenting
natural=lenguage {nformation, and their use as ‘dlueprints’ for
data structure and retrieval routines {n the data base of
natural language understanding systems,., Programming techniques
and supporting program systems £for language understanders,

Other Present Interests: Methodology for Kknowledge data bases
(LISP=type data bagses) =« data structuring methods, programming
methods, limited automatic programming metmods, utility proarams
and data base managemeant, self-descridbing data bases,

Interestsge=y,6,15,16,17
Y Ty R F R T R Ry Ry R e P R TR R R T FN R R

Dr, Remko J, H, Scha

Artificial Intelligence Group
Phi{lips Research Laboratories wB3
Eindhoven, The Netherlands

Phone==040174 33 65

The development of natura)l language Qquestion~answering systems
for accessing large data Dbaseg about non=-trivial subject
matters, These systems should be struetured in such a way that

they can be said to empbody explicit meordes about linguistic
competence and the semantics 0f English,

Interests~==1,2,4,6,7,8,9,13,34,15,16,17,19,20
WRFERRERRRAERRERRREREAREEIXERREERRERRRERRRAERRSREXBERERERSTREERRESEN
Prof, Roger Schank

Department of Computer Science

Yaje University

10 Hillhouse Avenue
New Haven, Connecticut 06520

Phone==2031436-8160
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My main {nterests are in bullding computer systens that
understand natural language, My g¢goal s to someday have a
system that can converse intelligently with peoPle abeut a range
of subjects {n natural unconstrained stvle,

My approach to this problem has been to try and understand the
nature ot meaning. Accordingly, my students and I have designed
a ecohceptual representation system that is intended to provide a
canonical form for connectiny concepls together in a meaning
representation, This representation has been used as the output
of langquage analysis programs and as the input to inference
mechanisms that coordinate world knovledge and hotions about the
{intent of & speaker to make sense of what {s being said, The
MARGIFE system degigned while I was at Stanford exemplifieda that
approach,

Recently, my concerns have been with the simulation of reasoning
processes and the use of knowledge of plans and goals of pedple
to facilitatve understanding of stories and participation in
dialogue,

Interests=~1,2,4,6,7,8,11,12,13,1%5,20,21,22
R BB BRB SRR R ISR R BB AR TR R BARERR RN DR AR RIRPRRPRBRRRRRARNBRRRB RN RN

Dr, Greg w, Scragg

Iscituto per gli 8tudi
semantici{ e Cognitivy

17 Rue Candolle

1200 Geneva, Switzerland

Phone=-=09115%2 28 51

I am {nterested i{n problems o0f natural language comnmunication.,
particularly those problems concerning the repregeéntation of
degcriptions of concrete objects and the representations of
knowledge of actions,

In the tirst area I am interested in the problems of translating
natural language {nte some storage representation which should
be sufficliently complete so that questions can be answered
concerning the nature of the objects and events described,
Problens of quantification, specification, and adjectival
modification of sre of special interest,

I am currently exploring theorles of action representation (n
which the knowledge o0f hov an act (s performed (say a simulation
Toytine) cen also be used to answer questions about the actions,
My current theories say that the déscriptions of actions are
$Xetthy and that large amounts of préblem golving occur duyring
performance of all but the most learned (habitual) of actions.
I am {nvestigating analogical reasoning in tnis arsa,
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Interestge=~2,4,6,7,1%,17,18,21
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Pro¢, Stuart C, Shapiro
Computer Science Department
Indiana Unfversity

10§ Lindley Hall
Bloomington, Indiana 474014

Phone==8121337+1233y 337«4486

My ma8jor interest (s in the Tepresgntation and uvse ot Semantic
information, A major concern has been representing general
{ntormation and inference rules in a vay that allovws them to be
stared and gueried lixke specific i{nformation and also to be uded
tor maxi{ing inferences, I Use Questione-answering as a paradign
tor testing the adequacy of any glven representation, Recently.,
I nave begun i{nvestigating certain noneclassical leagics that

seegm to be more useful to semantie information processing
systems than classical loglic,

These Interests expand into other {nterests {n man-machine
communication, specitically, user=oriented query languages and
computer assisted instruction techniques that allovw a student to

control a programmed model of processes that are normally
die¢ficult to observe,

Interests==4,2,4,5,6,7,41,42,13,15,16,17,18,20,21

I TYYYXYSYEFTERER RSN R RY SRS SRS LRSS SRR RS RSRS R R R LS AL AR 2D

Mr, Peter B, Sheridan

IBM Watson Research Center

P,0, Rox 218

Yorktown Heights, New York 10598

Phone==914:19%4-2146
Interactive systems pased on semantie (conceptual) netvworks,
Exploration of inferential techniques (deductive and {nductive)

for the utilisation of such networks in question answering and
Problem solvinag,

Interaltl"1;2:6,7o8,9;10,1(;15,16,17,11,19.20:21
'*}"*'**"'*"'.'*"****!'*****"'.*"*.l"l'**.'**"**.*'i".i

Dr, Edward H, Shortlitte

Room TC 110, Dept, of Medicine
School of Medicine

Stantord University
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Stanford, California 94305
Phoneeeq 1534976977

My {nterest {n natural language processing stems from the
prectical need for such capabilities in computer~-hased decision
making systems for |{nteractive use Dby physicians, As a
regedrcher interested {n the ways artificial i{ntelligence can bve
efeectively applied to medicine, I participated in the
development of a consultation system which seeks to overcome
sope of the barriers to acceptance of automated decision mnaking
in clinice)l medicine, Since one important capablillity for
achieving this goal s the design of systems that can explain
their decisions when asked to do 850, a natural Jlanguaqe
intertace wnich permits pnysicians to ask questions is a major
component of our Ssystem, Ny interest (n and involvement with
languagerorocessing thus rests primarily on the need for sugh
capabilities {n my primary resesarch area tather than on an
inherent concern with the psychologieal basis for language and
comprehension,

Interestg~=~2,9,18%,16
I FFYEIETREXIY TRV FRITE IS TE ST IS IIRI RS S SRR PR PR R R R SRS R RS ER R Y R ¥

Prof. Laurent Siklossy
Camputer Scientes Department
Ungversity of Texas

Augtin, Texas 78712

Phone==none li{sted

Representation of meaningy; models of Xnovwledge for language
processingy lanqguage acqujisition) speech synthesis; etc,

Interests~=4$,2,4,5,6,8,9,11,12,13,14,1%,17,18,20,22
communication.

FRGBBR BN B RBBEIBRRDBRRER RN R AR RRARERERFRRBRTRFRRERRRRERFTRERRRENN DR

Prof, Robert F, Simmons
computer Sclence Department
Unjversity of Texas

Rugtin, Texas 78712

Phone==5121471+-7316

Copputationa) Linguistics

Natural Language Question Answering
Natural Language CAI

Nagtural Language to Pictuyres
Synthesis of Cognitive Processes
Text Understanding Systems
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Interests==2,5,5,131,12,14,15,16,37,190,19,20,21
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Mr, Jonathan Slocum

Artiticial Intelligence Center
Stanford Research Institute
Menlo Park, Calitornia 940258

Phonew==4151326«6200, ext, 20%7

I am interested {n avtomadted analysis of naturasl language text,
storage ot the gemantic intormation (doth exprlicit and derived
via {nference), and question-answering/{ntormation retrieval
Over the result, Such a system ghould have a means for the
avtomatic (or at least semieavtomatic, human-ajded) acquisition
of vocabulary and grammar, with graceful degradation ot
rerforrance in the adbsence of "complete™ understanding, Such a
system also rTequires s detailed world model and a means for

manipulating it for questioneanswerinag and perhaps
problem-solving,

1 am also {nteregted {n the construction of programming systems

(languages, data structures, etc,) reguired to implement the
above,

Interests==1,2,%,6,11,14,15,19,20,21,22
AT IZIIEIZEIEYSSSL XSS ES RS AR SA RS RS A RSN SRS RE SRR SRR SR X0 TN

Mr, Michae)l Kavanagh Smitnh
Computer Science Department
Unjversity of Texas at Austin
Augtin, Texas 768712

Phonee=5121471«5023

I am c¢currently engaged iin produging a language=to=pjietures
sygstem for a microworld consisting of static twoedimensional
rejations {(on, next to, supports, between, etc,) and a canonical
move, which is encoded as a simple process automaton,

Df particular interest to me are the semadntics necessary for
discourse.

Interfests==2,6,11,13,20
I X FXEIYTYTISYR SRR RS RSRRRYRY SRS SR SRS SRS SRS R YT RS R RS R R R X X

Dr, Robert L, Smith

Institute for Mathematjcal
studies in the Soclal Sclences

Stanford University
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Stantord, Calitornia 941305
(no response received)
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Dr, Forman K, Sondheimer
Computer & Information Science
Ohio State lUniversity

2024 Nei) Avenue

Cojumbus, Ohio 43210

Phone==none listed

Intelested in al'owing tor spatial reference (n natural language
understandi{ng systems. This entails studying the vays {in which
such references are made, the vays {n which they can be modeled
in sermantic structures, and the problems of allowing for the
efegect of the conversational environment on the {interpretation
of these references,

Interested 1In alloving for natural language gontrol of
mechanical devices.

Interests==13,20,21,machine control
1 42X IS ITIZY IR T ISR R A REAS AR EZIERI S RIS T RSP SR Y Y F PP RS R L Y XL ¥ ¥ R

Mr, John F, Sova

IBM Corporatior

26851 Strang Boulevard

Yorktown Hefghts, New York 10598

Phone==91431245=-6000

1 nave been developing a formalism for conceptual g¢raphs that
{includes WwWilks* preference senantics and BSchank’s inference
mojecules as special cases, For the past several years, I have
been vwriting a book that presents the formalism, analyzes {ts
rejationship to current {ssues {n cognitive psychology, and
applies it to preblems in linguistics and loaic,

Interests==6,15,20,21,conceptual graphs,theoretical psychology
ii.li*i*iii!i*!i!*i**iii!l***i**i******i***i!*ili&*l**i***i***ﬁ*

Or, Kolf Stachowite

Linguistfcs Research Center
University of Texas

PO Box 7247, University Station
Augstin, Texas 78712
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Prot. Patriecx Suppes

Ingtitute for Mathematical
studies In the Social Sciences

Stanford University

Stantord, CaYifornia 94305%

(no resronse received)
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Dr, Alan L, Tharp

Computer Science

North Carolina State University
Rajeiagh, North Carolina 27607

Phone~=none listed

Enabling more people to access a computer by simplifying the
man~nachine interface (s the theme uynifying our vwork |{n
elementary education, 1lingulstics, information retrieval and
caple television, Linguistics and cable television are tools
tor simplifying the manecomputer interface (n applications for
elementary education and information retrieval, Natural
language procesging techniques and computer softwvare and
hardvare technology are advanced to the deoree that {t {s now
feasible to builld natural language Juestion answering sveters in
specific limited applications, By implementing such systems at
least two goals are fulfilled, The first s to satisfy an
immediate information need as simply as possible, The second
And perhaps more important i{s to better focus on the limitations
of current theory and technology and to organize these
limitations, together with positive observations, {n hopes of
better understanding the understanding process,

Interests==2,4,20,cable television

EPTITXIIIRE SRS R ISR SFS IS RIZE SRR AR R AR S R AL AL XA XY 2
Dr, Bozena Henisz Thompson

Intormation Sciences

Cajifornia Institute 6f TechnologQy

Pagadena, California 91109

(no response received)
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Ms, Caro) H, Thompson
IBM Watson Research Center



ARTIFICIAL INTELLIGENCE AND LANGUAGE PROCESSING Page 78§
A Directory of Research Personnel

P|0| Box 218
Yorktowh Helgnmls, New York 10898

Phone~=914194%~1621

My major {nterest s the construction of an interactive
intormation facility which enables one-line computer users to
find out what they need to knpow about available commands:y
programs, techniques, eté,, by asking Questions {n unrestricted
English and by "menu"” selection, This involves analysis of both
User Qquestions and the natural language text of formatted
computer manuals,

Proarams to extract information from the physical layout of a
mapud]l as well as its statistical, syntactic and semantic
properties are bDeing developed, These programs provide
autoratic aqeneration of initi{a] data bases for the i{nfermation
facility and areatly reduce the time consuming and tedious task
of GQenerating data bases, A Key word and phrase arproach which
vag initially used for question processing, though Treasonably
effective, has been found to be insufficient, The approach now
under i{nvestigation involves an attempt to determine the ¢focus
of a user’s question and the focuses of paragraphs in manuals,
us{n¢ syntactic and semantic techniques,

Interests~~1,2,4,5,11,19,20,21
' EFEX A XY TRIREREYSIRIZEIS SRR YRS SRR AAREEI RIS RRFY XSS ER SRS Y R Y RN R E

Mr, Craig W, Thompson
Computer Science Department
Unjversity of Texas

Augtin, Texas 78712

Phone==%121471=7316
Ma:n Area of Interest: Semantics of natural language,

Current Area of Regearch: The logical and pragmatic properties
of & T"tree" of dependent features (physobj, animate, human,
etc,), The tree is composed of noun=-ish entities related bV
presupposition and inheritance of properties in a hierarchical
tormsy The properties assoclated with the nodés in the tree are
in the tftorm of normalcy information which relates the noune~ish
entities with ¢their <characteristie activities and states,
Specific state-of-theeworld Kknowledge may be generalized into

"normalcy” information and "normalcy”™ information may be used {(n
in¢erences,

Re)ated Areas of Interest;

1. Problems relating to word definitions,
2, How to represent contexts,
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3, Discourse Structure ~- text groanization and representation
- operations on text structures: paraphrase, sumrary,
reagrrangement,

Interests==2,6,7,8,11,12,14,1%,17,48,19,20
TN Y Yy Y Ry T T Y Y Y R TR LIy

Prof, Frederick B, Thompson
Information Sciences

Cajifornia Institute of Technology
Pasadena, Calf{fornia 91109

(ney Tesponse received)
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Mr, Jup=ichi Tsuijii
(8ee entry for Nagao)

FRPRRRR RN RERRARERFRFERBBRFIGTERRBFFRRBPREIRFRARFERARCRERERASSERIEIRS

Pr, Francis Douglas Tuggle
Department cof Computer Science
Unf{versity of Kansas

18 Strong Hall

Lawrence, Kansas 66045

Phane==0f3s86W=44682

i, Si{mulation of Human Thought == gstudies of human Prodlem=
solving and decision=making in a variety of taskxs, approaching
regl=worldness in complexity, Isolation and specification ot
heyristics, searching and alternative generating procedures, and
strateglies, Current work; (a) the study of huran cognition as
affected by soclal setting and emotional variables, and (b) the
study of strategy ftormulation and {ts use in problemrgolving and
decisionemaking., The aim is to provide computer assistance to
najve, management=level decision-makers,

2. Natural Language Understanding Systems = development of
systems capable of uUnderstanding, responding to, and {nitiating
wr{tten natural language utterances, Current work: (a) systems
abje to teach processes and to engender "insi{ght" (nto a mass of
data or a concept on the part of a learner, and (b) systemg to
accept short (5-10 sentences) dialogues and to decide whether or
not they are humorous and for what reasocns humor (s or s not
present, The aim {s to eventually develoo mane~machine systenms
capable of facile communication with naive computer users,

Interests~=4,5,9,10,11,14,20
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Prof., Leonard UNRr

Computer Sclences Department
Unfjversity ot Wisconsin

1210 wWest Dayton Street
Magison, Wisconsin 53706

Phone==60081262-7946

Developing cemputer programmed models for learning 4and then
us{n¢d language, where language and objects are mixed together in
8 gingle {nput scene, Systems have been developed to explore
digterent Jlearning mechanisms for complex language structures,
and to recognice words, suggestions and commands about sensged
obyects that must also be recogniged, Thus lanquage learning
and Use s vieved ag a part of the total cognitive process of

asgessing and responding appropriately to the sensed external
environment,

Interests~==6,18,20,22
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Dr, Eric Van Utteren

Aretificial Intejligence Group
Philips Regearch Laboratories WB34S
Eindhoven, The Netherlands

Phone==040174 25 44
L

General interesty system puilding and particularly {nterested {n
control structure problems (n complex softward systems,

Preasent occupationt building ot a natural language
Question-ansvering system Galled PHLIQA (tor PHILIPS QUESTION
ANSWERING), First prototype to be ready {n Spring of 197s,

Int!f&-‘tl'-1.2n9.16.2l
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Pr, Dona)d E, Wwalker
Artificial Intelligence Center
Stanford Regsearch Instityte
Menlo Park, California 9402S

Phone~--4153326-6200, ext, 3071

My mador {nterests are in the development of systems that can
interact conversationally with a person through spoken or
wri{tten languasge in the performance of a particular task, In
building thege systenms, my emphasis is on the way that various
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sources of knowlédge contribute both to the process of
understanding ahd to the embOodiment of a wmodel of naturajl
language that s of interest to lifhguists as well as to
computationsl 1inouists and specialists in artiticial
intelligence, Syntax, semantics, pragmatics, and discourse
stpuctures are the sources of knowledge that I am moest directly
involved with, although the work on sbeech understanding also
entalls analyses of acoustics, phonetics, phonology, and
prosodics, as well, of course, as of al]l the 1linkages Dbetween
these elements in a comprehensive medel of languvage, I also am
becoming increasingly interested {in the contexts in which these

capabilities c¢can be used and in hev applications can guide
system development,

Interests==%,2,3,¢,11,13,19,20,21
NRPURURRAEFERERFERPTERERERGFENEEIREERERSAEZAFRAARFRRERIRBFETERRIRAES

Prof, David L, Waltz
Coordinated Sclience Labkoratory
Room 6143

Unjversity of Illinols

Urpana, Illinols 65801

Phone==2171333=6071

My main research involves writing 4@ system to answer Questions
posed in natural English, UuUsing & large data base containing
alrcratt maintenance and ¢lignt data, The system {s desianed to
handle pronoun and phrase referance, to save partial results,
and to bypass data base search in gqases where questions are
Unreasonable or can be answered by reference to Ceneral vworld
Knowledge,

1 am also supervising regearch in general trepresentation. of
linguistic and world xnowledge, {n comprehension of Lext
pagsages, and {n related arsas of linguistie analysis, I am
algo continuing some effort {n various aspects of Computer
vigion and robsatics.

Interests~=-2,6,11,13,15,16+17,20,21
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Ms, Eleanor H, Warnock

Department of Psychology, C009

Unjversity of California, San Diego

La Jolla, Callifornia 92037

Phone=snone listed

My interests are primari{ly {n KknmoWledge TrTepresentation ==
especi 11y representation {n a senantit network =-- and lanquage
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processing, Work with language (s strongly semantic in
oeryentation,

1 have been working with the SCHOLAR system at BBN, an
{ngtructional and question-answering system that converses {(n a
supset of Fnolish, Recently, we have bdeen concerned with (the
storing and processing ot funetional and causal {nformation, We
are alse concerned with (i(solating the inferential strategies
that allow people to deal vwith the incompleteness and
uncertainty of their xnowledge,

Other interests {include verbs, case grammar, pronouns and
recerence, and instructiona) strateqQies,

Interestsg==2,4,5,15%,19,20
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Dr. Ponald Arthur Waterman
Psychology Department
Carnegie-Mellon University
Pittsburah, Pennsylvania 15213

Phone==4121621+2600, ext, 48)

Machine Induction: I am interested in the problem of develoPing
programs which can learn frem aexpérience to modify their
benavior and thus acquire or self-program some particular
problem solving 8skill, Interest here (s focused an both the
development of new Al techniques and modeling of human learning
Processes.,

Production Systems: I am interested {n the usre and development
of the production system as & control structure for Al progranms,
and for modeling human coegnitive processes, Productien systems

Provide an {nteresting way to model learning or selteprogramming
mechanisms,

Prctocol Analysis: I am interested in the problem pt
dutopatically transforming @& verbal protocol of & subject
sojving & prodlem Int® a working computer model of the subject’s
probler solving process, This {ncludes a number of inductjve
ingerence problems, {.,e,, induction of the oproblem space and
induction of a production system rodel of the problem solving
process {nferred by the protocol, Also inecluded are problems of
fatural language analysis and speech understanding,

MemoTy Modeling and Question Ansveringy I am {nterested {n
developing models of human memory and/or Al pregrams which can
store and retrieve intormation, ansvwer qQuestions, and carry on a
conversational dialogue with a human,
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Intelrests=«=2,4,9,10,13,14,18,20
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Mr, Ralph M, Weischedel

148 Glen Riddle Road Computer and Information.S$cience
Media, Penpsyivania 19063 University of Pennsylvania
Phone=+R153566~6871

Linguistic literature has much to offer computer scientists
interested {n language processing, For example, we are
currently investicating two concepts appearing in the linguistic
iiterature; presupposition and entailment, These Concepts
demongtrate complex interaction between serantics and syntax, A
coOmpuUter proqram (s being developed to generates preguppesitions
and entailrents from an input sentence,

Many types of knowsledge are difficult to represent other than by
natural language, This type of xnowledge offers interesting
domains of discourse for researeh in natural language
understanding i{n the future,

Interests==1,3,6,7,8,%3,12,13,15:,17,19,20,21,22
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Dr, Yorick Wilks
Artificial Intelligence
Hope Park Square
Edinburch, FH8 ONW
Scotland, UK

Phonee=none jjisted

My work has been the design and {mplementation ¢f a semantic
analyzer and inferencer for English, It functions within an
experimental EnglisheFrench machine translation system, and this
provides a convenient test of the correctness or otherwise of
the semantic understanding achieved, since i{ts adequacy |{n
resolving, say, pronoun references ecan be judged right or wrong
by looking at the Freneh output, The system rung oneline as a
package of LISP and MLISP programs at the Artificial
Intelligence Laboratory at Stanford University, Califernia,

It takes as input small paragraphs of Endlish drawn from a
vocabulary of 400 or so words, These are made up by the user at
the c¢onsole, There s no significant syntactic analysis
component, and all the computatians are done by considering word
meanings as expressed by trees of semantic orimicCives, out ot
these the gsystem endeayors to construct a complex entity for
each clause or phrase of input, which (s called a2 terplate and
consists of a canonical network of the tree structures that
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represent word senses, In order to construct an adequate
representation of text, {(n terms of {nterlinked templates, the
sygtem has access to other structured entities cé&lled paraplates
and to commonsense inference rules, Ther® (s a sfnqQle overall
intetence principle {n the system: that of alvays, at every
S5tage, preferring as a representation the densest semantic
netvork {t can establish at that stage,

interests==4,11,12,15%,20
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Frof, Terry wWinograd

Arcificisl Intelligence Laboratory
Stanford University

Stanford, Callifornia S54308

Phone==4131497=1963

My main {nterest lies {n the general theoretical {ssues of
artiticial intelllgence «= how knowledge can be represented and
ma&pnipulated within a computational system, My bias {s towards
the "psychological" ¢flavor of Al, being most interested {n
gaining an understanding of how human {ntelligence works, rather
than concen~=ating on Adeveloping practical devices, In this
vein, I see language ag one of the best windows we have on human
intelligence; and place my major emphasis on research oriented
towards natural laaguage understanding. However, I believe that
there is a strong {interaction between the kinds of
representation and processing needed for natural language and
those needed for many other sorts of intelligent activity, and
vant to devote Nart of my effort to making those connections,

As a user of computer languages and systems, I have developed a
strong {interest in thinking about how tney could be improved,
In particular I want to explore the vayvys {(n which programming
languages and systems could be built with an {ntelligent model
¢cf what goes on ({n programming, and what a particular vuser s
doing, I believe that gystems of the future will be degsigned so
that the system can {nteract in terms of the user’s conceptual
structure, rather than torcing tne user te learn the system’s
way of viewing the world, 1 ¢think ¢that many of the issues
involved in doing this overlap nicely with the issues of
language understanding, and plan to explore them further,

Interests=~1,2,4,6,7+,8,9,11,12,13,14,15,16,17,18,19,20,21
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Dr, Plerre Wodon
(see entry for Pirotte)
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Or, William A, Woods

Bolt Beranex and Newman Inc,
50 Mgulton Street

Cambridge, Massachusetts 021138

Phone==6171491-1850

Research {nterests are in all aspects of the natural language
understanding process, Primary evwphasis is in developing
computer technigues for understanding natural language and
producing explanatory theorles of the language understanding
process, Contribputions to the tield include tormal techniques
for semantic interpretation of English sentences, the augmented
trans{tion network qQrammar (ATN) formalism (a grarmar formalisr
capable of the same types of analvyses as a Chomskye-type
transformational qgrammar, but computatienally tractable and also
more sultable to modeling human linguistic performances), the
LUNAR system (a2 natural English question answering systenm
dealing with the Apollo {1 moon rocks), and current research in
continuous speech understanding, Current {nterests {nclude
syntactic analysis and grammars, Semantics and semantic
{interpretation, Knowledge representation and mechanical
interence, and continuous speech understanding,

Interests=~1,2,3,4/,6,14,15,16,17,19,20,21
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Prof. Lotfil Zadeh

Ejectrical Epngineering

University of Calitornia

Berkeley, California 94720

(no response received)
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