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ABSTRACT 

TALE-SPIN is s program which makes up stories by using planning 

structures as part of its world knowledge. Planning structures 

represent goals and the methods of achieving those goals. 

Requirements for  aparticular method depend on static and dynamic 

facts about the world. TALE-SPIN changes the state of the world 

by creating new characters and presenting obstacles to goals. 

The reader / listener makes certain p l o t  decisions during the 

telling of the story. The story is generated using the notation 

of Conceptual Dependency and is fed to another program which 

translates it into English. 

INTRODUCTION TALE-SPIN is a computer program which makes up 

stories about characters who plan how to solve certain problems 
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and t h e n  carry o u t  their p l a n s .  The planning procedures i n t e r a c t  

with a d a t a  base of knowledge about other characters and o b j e c t s  

in the world,  memory, and t h e  personal  r e l a t i o n s h i p s  which e x i s t  

between characters. The stories are  r e p r e s e n t e d  i n  Conceptual 

Dependency and are  passed t o  a program which expresses them i n  

E n g l i s h .  The r e a d e r  is asked t o  make c e r t a i n  decisions about the 

story d u r i n g  t h e  process of generation. Here is an example. 

J O E  BEAR WAS FAMISHED, HE DECIDED HE WOULD BE FULL IF HE 
ATE SOME HONEY, HE WANTED TO F I N D  OUT WHERE THE HONEY WAS, 
HE THOUGHT TRAT IRVING BIRD WOULD TELL H I M  WHERE THE HONEY 
WAS. 

J O E  BEAR WALKED TO THE TREE WHERE I R V I N G  BIRD WAS. HE 
ASKED IRVING BIRD I F  HE WOULD TELL HIM WHERE T H E  HONEY WAS. 

>> DECIDE: DOES *IRVINGBIRD* AGREE? *NO 

IRVING B I R D  REFUSED TO TELL JOE BEAR WHERE T H E  HONEY WAS. 
J O E  BEAR DECIDED IRVING B I R D  WOULD LIKE HIM TO GIVE THE WORM 
TO HIM. J O E  BEAR A S K E D  I R V I N G  B I R D  I F  HE WOULD TELL HIM WHERE 
THE HONEY WAS IF HE GAVE THE WORM TO H I M .  

>>  DECIDE: DOES *IRVINGBIRD* AGREE? *YES 

HE THOUGHT THAT HE WOULD LIKE JOE BEAR TO GIVE I T  TO HIM,  
HE WANTED TO FIND OUT WHERE THE WORM WAS, HE THOUGHT THAT 
I R V I N G  B I R D  WOULD TELL HIM WHERE THE WORM WAS, J O E  BEAR A S K E D  
I R V I N G  BIRD I F  HE WOULD TELL HIM WHERE THE WORM WAS. 

>.> D E C I D E :  DOES *IRVINGBIRD* AGREE? *YES 

IRVING BIRD DECIDED HE WOULD TELL JOE BEAR WHERE T H E  WORM 
WAS- I R V I N G  B I R D  TOLD H I M  I T  WAS A T  A PATCH OF GROUND, 

HE WALKED TO THE PATCH OF GROUND WHERE WORM WAS, HE TOOK 
THE WORM HE WALKED TO THE TREE WHERE IRVING BIRD WAS. H E  
GAVE THE WORM TO I R V I N G  B I R D .  

> >  DECIDE: DOES * I R V I N G % I R D k  K E E P  H I S  PROMISE? *NO 

HE REFUSED TO TELL JOB BEAR WHERE -THE HONEY WAS. JOE 
BEAR TOLD IRVING B I R D  HE XS GOING TO STRIKE H I M  IF HE DOES NOT 
TELL HIM WHERE T H E  HONEY WAS. 

> >  D E C I D E :  DOE$ *IRVINGBIRD* IGNORE THE THREAT? *NO 

IRVING BIRD DECIDED HE WOULD TELL JOE BEAR WHERE THE 
HONEY WAS, I R V I N G  B I R D  TOLD HIM IT WAS AT THE BEEHIVE. 
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JOE BEAR THOUGHT THAT HENRY BEE WOULD GIVE THE HONEY TO 

W I M .  JOE BEAR WALKED TO THE BEEHIVE WHERE HENRY BEE WAS. HE 
ASKED HENRY BEE IF HE WOULD GIVE THE HOMEY TO HIM. 

>> DECIDE: DOES "HENRYBEE* AGREE? *YES 

HENRY BEE DECIDED HE WOULD GIVE I T  TO JOE BEAR. HENRY 
BEE GAVE IT TO JOE BEAR. BE ATE IT. HE WAS FULL. THE END. 

Here is a s t o r y  which TALE-SPIN generates which  t h e  

translator  is no t  y e t  capable of producing i n  ~ n g l i s h :  

JOE BEAR W4S HUNGRY. HE THOUGHT TEWJ! I R V I N G  BIRD WUQLD 
TELL HIM WHERE SOME HONEY WAS, HE WALKED TO TlWE TREE WHERE 
IRVING BIRD WAS. HE ASKED IRVING B I R D  TO TELL H I M  WHERE THE 
HONEY WAS. IRVING BIRD TOLD HIM THE HONEY WAS I N  A [ ce r t a in ]  
BEEHIVE 

JOE BEAR WALKED TO THE BEEHIVE WHERE THE HONEY WAS. HE 
ASKED HENRY BEE TQ GIVE HIM THE HONEY. HENRY BEE REFUSED. 
JOE BEAR TOLD HIM WHERE SOME FLOWERS WERE. HENRY BEE FLEW 
FROM THE BEEHIVE TO THE FLOWERBED WHERE THE- FLOWERS WERE. JOE 
BEAR ATE THE HONEY, 

HE WAS VERY TIRED. HE WALKED TO HIS CAVE. HE SLEPT. 
THE END. 

TALE-SPIN starts with a small s e t  of characters and var ious  

facts about them, I t  also  has a set of problem-solving 

procedures which generate t h e  events  i n  t h e  s t o r y .  Many 

decisions have to be made as the story is being t o l d .  Some are 

made at random (names of characters,  fo r  example) ; o t h e r s  deperld 

on the re la t ionships  between characters (whom one asks fo r  

information, fox example); others  are  made by the reader 

(whether a character keeps a promise, f o r  example) . 
TALE-SPIN generates  sentences using the representation 

system of Conceptual Dependency (Schank 1975). Some of the 

Conceptual Dependency (CD) s t r u c t u r e s  are passed on to a program 

which expresses them in E n g l i s h .  (The o r i g i n a l  v e r s i o n  of that 

program was writ ten  by Neil Goldman fo r  the MARGIE system. The 

present vers ion has been modified by Walter Stutzman and Gerald 
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D e  Jong .) The s e n t e n c e s  which a r e  not passed t o  t h e  t r a n s l a t o r  

a re  t h o s e  which r e p r e s e n t  e a s i l y  i n f e r r e d  i d e a s .  N e i t h e r  program 

y e t  worries  about  khe s t y l e  of e x p r e s s i o n ;  t h a t  is,  we worry  

about whether t o  say a newly g e n e r a t e d  piece of t h e  s t o r y ,  b u t  

n o t  much a b o u t  how t o  say it. 

A TALE-SPIN s t o r y  involves  a single main character who 

solves some problem. To make t h e  p r o c e s s  i n t e r e s t i n g ,  obstacles 

a re  i n t r o d u c e d ,  some by t h e  r e a d e r  i f  he c h o o s e s ,  and some a t  

random. For i n s t a n c e ,  t h e  r e a d e r ' s  d e c i s i o n  Chat I r v i n g  B i r d  is 

n o t  go ing  t o  t e l l  J o e  Bear what he wants t o  know p roduces  an  

obstacle t o  Joe  ear's p l a n  t o  f i n d  something o u t .  Some 

obstacles are c ~ a a t e d  when c e r t a i n  s c e n e s  a r e  included i n  the 

s t o r y .  For i n s t a n c e ,  t h e  i n i t i a l  world s t a t e  has no bees i n  it, 

but when it comes time i n  the s t o r y  t o  conjure up  some actual  

honey, w e  do so by c r e a t i n g  a whole s c e n e  which i n c l u d e s  some 

honey in a b e e h i v e  i n  a tree and a bee who owns t h a t  honey. The 

bee may o r  may n o t  be a t  home. I f  he  is, J o e  Bear is go ing  t o  

have another obstacle i n  h i s  p l a n  when he g e t s  t o  the beeh ive .  

The story is  t h e  n a r r a t i o n  of some of t h e  e v e n t s  which occur 

during the s o l u t i o n  (o r  n o n - s o l u t i o n )  of t h e  problem. ( T h a t  is, 

more things happen i n  t h e  s o l u t i o n  o f  a problem t h a n  a 

storyteller says or n e e d s  to  say.) TALE-SPIN d i f f e r s  from other 

problem-solving systems i n  several  ways : (1) the problems it 

solves a r e  t h o s e  r e q u i r i n g  i n t e r a c t i o n  w i t h  o t h e r ,  u n p r e d i c t a b l e  

c h a r a c t e r s  ra ther  t h a n  with a d a t a  base o f  theorems or b l o c k s  o r  

c i r c u i t s ;  ( 2 )  t h e  world  i n s i d e  TALE-SPIN grows: new c h a r a c t e r s  

are created with  u n p r e d i c t a b l e  e f fec t s  on t h e  story; ( 3 )  



obstacles are d e l i b e r a t e l y  introduced; ( 4 )  a n   unsuccessful" 

story, one i n  which t h e  problem i s  not solved,  can be just a s  

i n t e r e s t i n g  as a U s u c c e s s f u l ~  one. 

PLANNING STRUCTURES Planning s t r u c t u r e s  a r e  what we use t o  

organize knowledge about planf ul a c t i v i t y ,  which is  represented 

i n  CD by a  chain of causes and effects. The planning s t r u c t u r e s  

include d e l t a - a c t s ,  planboxes, packages, s c r i p t s ,  s igma-states ,  

r h o - s t a t e s ,  and p i - s t a t e s .  

A d e l t a - a c t  is used t o  achieve a p a r t i c u l a r  g o a l s t a t e .  

Delta-prox ( w r i t t e n  here a s  dPROXl i s  t h e  procedure fo r  becoming 

proximate t o  some loca t ion .  A de l t a -ac t  i s  defined as a goa l ,  a 

se t  of planboxes, and a dec i s ion  algorithm fo r  choosing between 

planboxes. 

A planbox is a p a r t i c u l a r  method for  achieving a g o a l s t a t e .  

A l l  t h e  planboxes under a  de l t a -ac t  achieve t h e  same g o a l s t a t e .  

Each planbox has a set of precondit ions (some of which may be 

de l t a -ac t s )  , and a set  of a c t i o n s  t o  perform. "UnconsciousN 

preconditions a r e  at tached t o  planboxes which would never occur 

t o  you t o  use. If you're t ry ing  t o  become proximate t o  X ,  you 

don ' t  even think about persuading X t o  come t o  you when X is an 

inanimate ob jec t .  " ~ n c o n t r o l l a b ~ e "  precondi t ions  cannot be made 

true i f  they ' re  not  a l ready true.  (The assumption is t h a t  they 

are sometimes t rue.)  " ~ l a n t i m e '  precondi t ions  a r e  t h e  t h i n g s  you 

worry about when you're making up t h e  p lan .  You don' t  worry 

about "runtimen preconditions u n t i l  you're executing the plan.  

("Planning" is a mental a c t i v i t y .  PLAN is, i n  f a c t ,  one of the  

p r i m i t i v e  ACTS of CD. "Executing a plan" i s  performing a 



l o g i c a l l y  s t r u c t u r e d  sequence  of  a c t i o n s  t o  achieve the g o a l  o f  

t h e  p l a n . )  I f  1 ' m  p l a n n i n g  t o  g e t  a Coke o u t  of t h e  machine 

u p s t a i r s ,  I wor ry  a b o u t  having  enough money, b u t  I d o n ' t  wor ry  

a b o u t  walking up  the s t a i r s  until 1 ' m  a t  the  s t a i r s .  That the 

machine a c t u a l l y  has some Coke is an  u n c o n t r o l l a b l e  r u n t i m e  

pr econd it i o n  : I d o n ' t  worry  a b o u t  i t  u n t i l  I g e t  t h e r e ,  and 

t h e r e ' s  n o t h i n g  I c a n  do  i f  it is empty when I g e t  t h e r e .  

A package is a set of p l a n b o x e s  which lead t o  a g o a l  ac t  

I' a t h e r  t h a n  state.  The PERSUADE package ,  f o r  i n s t a n c e ,  c o n t a i n s  

p l a n b o x e s  f o r  X t o  p e r s u a d e  Y t o  d o  some a c t  2 .  The p l a n b o x e s  

include a s k i n g ,  g i v i n g  l e g i t i m a t e  r e a s o n s ,  o f f e r i n g  f a v o r s  i n  

r e t u r n ,  t h r e a t e n i n g ,  and so on.  

Goalstates come i n  v a r i o u s  f l a v o r s .  T h e r e  a r e  t h e  goals 

which are  a s s o c i a t e d  w i t h  t h e  delta-acts:  t h e  g o a l  of dPROX is  

t o  be somewhere, t h e  goal of dKNOW is t o  f i n d  o u t  t h e  answer t o  

some q u e s t i o n ,  t h e  g o a l  of dCONTROL i s  t o  p o s s e s s  something.  B u t  

there are also g o a l s  of s a t i a t i o n ,  called s i g m a - s t a t e s .  For 

example, sHUNGER o r g a n i z e s  t h e  knowledge abou t  s a t i s f y i n g  hunger 

( i n v o k i n g  dCONTROL of some food ,  e a t i n g ) .  TALE-SPIN a l s o  u s e s  

sigma-state knowledge i n  t h e  b a r g a i n i n g  process; o f f e r i n g  

someone some food i n  r e t u r n  for a f a v o r  i s  l e g i t i m a t e  s i n c e  it 

w i l l  satisfy a p r e c o n d i t i o n  f o r  sHUNGER.  There  are a l s o  goals of 

p r e s e r v a t i o n ,  c a l l e d  pi-states,  which a re  most i n t e r e s t i n g  when 

t h e y  are  i n  danger  o f  be ing  v io l a t ed .  The l o g i c  o f  t h e  THREATEN 

p l anbox  i n  t h e  PERSUADE package, f o r  example,  d e r i v e s  from t h e  

f a c t  t h a t  p h y s i c a l  v i o l e n c e  c o n f l i c t s  w i t h  pHEALTN. 

A SAMPLE DELTA-ACT: dPROX - TALE-SPIN d o e s  no t  i n c l u d e  a l l  n i n e  



delta-acts descr ibed  by Abelson ( 1 9 7 5 ) .  I t  conta ins  t h e  three  

which closely correspond to pr im i t i v e  acts:  dPROX (PTRANS) , 
dCONTROL (ATRANS) , dKNOW (MTRANS). 

Here is an outline of dPROXt 

~ P R O X ( X , Y )  -- X wishes  to be near Y 

Planbox 0: if x is already near Y, succeed. 

Planbox 1: X qoes t o  Y 

uncontro l lab le  precondition: can X move himself?  

plantime precondition: P KNOW ( locat ion  o f  Y )  

runtime precondition: dLINK (location of Y) 

action: PTRANS t o  location of Y 

runtime precondit ion: i s  Y really there? (We may have 

g o t t e n  false information dur ing the  KNOW. ) 

Planbox 2: Y comes to X 

unconscidus precondit ion:  i s  Y animate? 

uncontrollable precondition: is Y rno~  able? 

action: PERSUADE Y to PTRANS himself  to X (PERSUADE package) 

Planbox 3: Agent A br ings  X to  Y 

uncontrollable precondition: i s  X movable? 

action: X gets AGENT to bring X to Y (AGENCY package) 

Planbox 4: Agent A brings Y t o  X 

unconscious precondition: i s  Y animate? 

uncontrol lable  precondit ion: i s  Y movable? 

action: X gets AGENT t o  bring Y to X (AGENCY package ) 

Planbox 5: X and Y meet a t  l o c a t i o n  Z 

unconscious precondition: is Y animate? 

uneontrollabls precondition: is Y movable? 



a c t i o n s :  PERSUADE Y t o  PTRANS h i m s e l f  t o  Z and dPROX(X,Z) 

THE DATA BASE Planning s t r u c t u r e s  a r e  e s s e n t i a l l y  p r o c e d u r a l .  -- - - 
The non-procedural  d a t a  base  used by the planning s t r u c t u r e s  i s  

d i v i d e d  i n t o  f i v e  classes. 

1. Data about i n d i v i d u a l  PPs ( P i c t u r e  P roduce r s ,  nouns) 

where a p p l i c a b l e  : h e i g h t ;  weigh t ;  where t h e i r  home is; who 

t h e i r  a c q u a i n t a n c e s  are. 

2. Data common t o  classes of PPs (e .g. ,  d a t a  common t o  a l l  

birds) where a p p l i c a b l e :  what t h e y  ea t ;  what t h e i r  g o a l s  

(sigma-states) a r e ;  whether  t h e y  are  animate ( capab le  o f  

MBUILDing) , movable, self -movable ; how t h e y  move around. 

3 Sigma-state  knowledge i n d i c a t i n g  how t o  ach ieve  a 

s igma-s ta te  and what t h e  p l a n t i m e  p r e c o n d i t i o n s  a r e  t h a t  someone 

o t h e r  than  t h e  planner can ach ieve .  T h i s  is used i n  t h e  

bargaining process .  J o e  Bear o f f e r s  t o  b r i n g  I r v i n g  Bird a worm 

because dCONTROL (FOOD) i s  a p lan t ime  precond it ion for sHUNGER 

which J o e  Bear can  a c h i e v e  f o r  I r v i n g  Bird. There are no 

plantime p r e c o n d i t i b n s  f o r  sREST t h a t  he can ach ieve  f o r  I r v i n g  

Bi rd  ( excep t  maybe t o  l e a v e  him a lone )  . 
4. Memory: what everybody knows ( t h i n k s ,  believes) ; w h a t  

Joe Bear knows; what J o e  Bear t h i n k s  I r v i n g  B i ~ d  knows; e t c .  

Planbox 0 of BKNOW, f o r  example, a c c e s s e s  Memory t o  test  whether 

J o e  Bear a l r e a d y  knows t h e  answer t o  t h e  q u e s t i o n  be ing  asked, o r  

whether it i s  pub l i c  knowledge. Since both t h e  q u e s t i o n  and t h e  

facts i n  Memory are r e p r e s e n t e d  i n  CD, t h e  p a t t e r n  match is  v e r y  

simple, taking advantage of CD's c a n o n i c a l  r e p r e s e n t a t i o n  of 

meaning. 



5. Personal  r e l a t i o n s h i p s .  T h e  r e l a t i o n s h i p  of one 

character to another is d e s c i b e d  by a p o i n t  o n  each of t h r e e  

scales:  COMPETITION, DOMINANCE, and FAMILIARITY.  S c a l e  v a l u e s  

range from -10 to +I@. The relation " i s  a f r i e n d  o f "  i s  

represented by a certain r a n g e  on each of t h e  three scales. The 

r e l a t i o n  "would act  a s  an agen t  f o r "  is  r e p r e s e n t e d  by a 

different range.  The s e n t e n c e  " J o e  Bear t hough t  that I r v i n g  B i r d  

would t e l l  him where t h e  honey was" comes from the " A s k  a F r i e n d "  

planbox of dRNOW. There is a procedure w h i c h  goes t h r o u g h  a l i s t  

of Joe Bear's acquaintances and produces a l i s t  of  those who 

q u a l i f y  as " f r i e n d s " ,  i.e., those who fit somewhere within the 

" f r i e n d n  range. 

Relations are n o t  symmetric: Joe Bear may t h i n k  of  Irving 

B i r d  a s  h i s  f r i e n d ,  so h e  might ask him where t h e  honey is, b u t  

Irving Bird may n o t  th ink  of Joe Bear a s  h i s  f r i e n d  a t  a l l ,  i n  

which case he might r e f u s e  to  answer Joe Bear.  

Relationships can change. If Gee Bear becomes s u f f i c i e n t l y  

aggravated a t  h i s  " f r i e n d "  I r v i n g  B i r d  and has to t h r e a t e n  t o  

bash him i n  the beak i n  order t o  g e t  him to t e l l  him where t h e  

honey is, t h e n  the relationship between them d e t e r  i o r a t e  s .  

We plan t o  extend t h i s  feature t o  d e s c r i b e  a c h a r a c t e r ' s  

"default" r e l a t i o n s h i p :  how he relates t o  t o t a l  s t r a n g e r s .  T h i s  

would n o t  necessarily be t h e  p o i n t  (0,8,0) b u t  r a t h e r  some p o i n t  

which would be used to give  a rough i n d i c a t i o n  of  t h e  character's 

"persoaal i tyn .  Big bad Joe Bear might rate a t  ( + 6  ,+9,+4)  , where 

small meek B i l l  Worm m i g h t  r a t e  a t  (-6 ,-la , - 4 )  . 
Changing a r e l a t i o n s h i p  i s  a type of g o a l  we haven't y e t  



c o n s i d e r e d  i n  much d e t a i l ,  a 1  t h o u g h  g o a l s  of r e l a t i o n s h i p s  

( r h o - s t a t e s )  c l e a r l y  ex i s t .  The p r o c e d u r e  for g e t t i n g  someone t o  

l i k e  you ( r L I K E )  might c o n t a i n  p l anboxes  f o r  ATRANSing g i f t s ,  

MTRANSing sweet n o t h i n g s ,  e t c . ,  i n  a d d i t i o n  t o  changing your own 

f e e l i n g s  toward that p e r s o n  so t h a t  i f  he  (she) asks you t o  do 

someth ing ,  you d o n ' t  refuse. 

I n f o r m a t i o n  g e t s  into t h e  da ta  base i n  several ways. Memory 

da ta  gets  produced d i r e c t l y  by t h e  p l a n n i n g  s t r u c t u r e s .  Changes 

i n  relations are s i d e - e f f e c t s  of  t h e  present se t  of p l a n n i n g  

s t r u c t u r e s .  B u t  t h i n g s  have f o  s t a r t  somewhere. There is  a 

f u n c t i o n  CREATE ( X )  which i n v e n t s  a new item of type X ( e . g . ,  

bear,  f l o w e r ,  b e r r y ) .  Associated w i t h  each type of item is a 

small procedure called a picture which i n v e n t s  t h e  d e s i r e d  i t e m  

and o t h e r s  as r e q u i r e d .  For example,  when we c r e a t e  some honey,  

we also create a beehive, a t r ee ,  and a bee. The honey is 

"owned" by t h e  bee  and i s  i n s i d e  t h e  b e e h i v e  which i s  i n  t h e  

tree. The bee may o r  n o t  be a t  home. Randomly chosen  names, 

heights, w e i g h t s ,  etc., are  a t t a c h e d .  A l l  t h i s  d a t a  is  t h e n  

added t o  Memory. 

The CREATE f u n c t i o n  is called when needed; remembet t h a t  

TALE-SPIN models t h e  p r o c e s s  of making - ue a s t o r y  a s  you go 

a long .  We will now f o l l o w ,  i n  d e t a i l ,  t h e  p r o d u c t i o n  of the 

second sample story. 

CREATE a bear, which i n v o k e s  a p i c t u r e  p r o c e d u r e  which 

invents a beat.  Assume the bear is named J o e ;  although since t h e  

name is  chosen a t  random from a list of f i r s t  names, it i s  just 

a s  o i t e n  I r v i n g .  A c a v e  is also i n v e n t e d ,  and has J o e  i n  i f .  



~ o e ' s  l o c a t i o n  becomes p u b l i c  knowledge. 

CREATE a b i r d ,  named I r v i n g ,  and a tree which is  h i s  home. 

~ r v i n g ' s  loca t ion  is a l s o  now p u b l i c  knowledge. 

Assert  t h a t  Joe i s  hungry. T h i s  fact enters ~oe's Memory. 

We also "say" this: that is, we pass i t  to t h e  E n g l i s h  

translator which t h e n  produces  t h e  sentence "JOE BEAR WAS 

HUNGRY N .  

Invoke sHUNGER. 

Choose at random a food that bears e a t :  honey. A s s e r t  that 

Joe i s  now p lanning  t o  achieve t h e  goal (sigma-state) of 

s a t i s f y i n g  his hunger. Assert that he has d e c i d e d  that eating 

t h e  food can l e a d  to  t h e  achievement of h i s  goal. 

sHUNGER calls dCONTROL (honey)  . T h i s  forms a new goal, 

namely, t h a t  Joe have some honey.   CONTROL'S "Planbox 0" asks 

Memory i f  t h e  goal is a l s e a d y  true: does Joe a l r e a d y  have some 

honey? The answer comes back: n o .  A plantime p r e c o n d i t i o n  is 

t o  know t h e  location of some honey, so dCONTROL c a l l s  dKNOW(where 

i s  honey?). (The question is r e p r e s e n t e d  in C D ,  not English.) 

dKNOW forms the  new g o a l .   KNOW'S "Planbox 0" asks Memory 

whether Joe knows the  location of any honey.  Memory says no.  

Planbox 1 tests whether the  question can be answered by 

consu l t ing  a standard reference (e .g . ,  "What time is it?") . T h a t  

f a i l s .  Planbox 2 tests whether  t h e  question r e q u i r e s  expertise: 

no. Planbox 3 t e s t s  whether t h i s  i s  a "general in format ion"  

q u e s t i o n .  I t  i s ,  so w e  a s s e r t  t h a t  Joe i s  p lanning  to answer 

t h i s  q u e s t i o n  u s i n g  Planbox 3 ("Ask a Friend"). 

Planbox 3 starts. Choose a f r i e n d :  I r v i n g .  dKNOW calls 



the PERSUADE package t o  t r y  t o  g e t  I r v i n g  t o  answer ~ o e ' s  

q u e s t i o n .  

PERSUADE a s k s  Memory whether  Joe t h i n k s -  that I r v i n g  c a n n o t  

answer  t h e  question. ~ n s w e r :  no. I r v i n g  is  a " f r i e n d " ,  so w e  

t r y  t h e  ASK p lanbox .  A s s e r t  t h a t  Joe t h i n k s  t h a t  Irviag will 

t e l l  him where t h e  honey is. PERSUADE c a l l s  dPROX(,Irving),  s i n c e  

J o e  needs  t o  speak t o  I r v i n g .  

dPROX asks Memory whether  Joe i s  a l r e a d y  n e a r  I r v i n g .  

Memory says no. Planbox 1: i s  Joe se l f -movable?  Yes. A s s e r t  

t h a t  Joe i s  planning t o  be nea r  I r v i n g  by go ing  there himself. 

dPROX c a l l s  dKNOW (where i s  I r v i n g ? )  . 
~KNOW'S "Planbox 0"  asks Memory whether Joe a l r e a d y  knows 

where I r v i n g  is. The answer comes back: y e s ,  I r v i n g  is i n  a 

c e r t a i n  t r e e .  dKNOW r e t u r n s  t h i s  to ~ P R O X .  (We w i l l  omit  future 

references t o  "Planbox O n .  ) 

dPROX a s s e r t s  that Joe walks t o  t h e  t r e e  where I r v i n g  is .  

We a s k  Memory whether  I r v i n g  is  a c t u a l l y  there. H e  i s ,  so dPROX 

h a s  achieved its desired g o a l ;  his change  i n  l o c a t i o n  is added 

t o  Memory. dPROX r e t u r n s  t o  PERSUADE. 

30e a s k s  Irving where some honey i s .  The reader now g e t s  t o  

decide whether  I r v i n g  a g r e e s  t o  do  39. Assume t h e  r e a d e r  says 

y e s .  We ask Memory whether Irving a c t u a l l y  knows where any honey 

is .  I f  h e  d i d ,  w e  would have I r v i n g  tell h im,  but he doesn't, so  

we CREATE some honey: a s t o r y t e l l e r  can c r e a t e  s 6 l u t i o n s  t o  

p rob lems  as well a s  o b s t a c l e s !  Some honey is  i n v e n t e d ,  along 

w i t h  a beeh ive ,  a tree, and a bee (Henry)  who is  a t  home. I r v i n g  

t e l l s  Joe that t h e  honey is i n  t h e  beeh ive .  ASK s u c c e e d s ,  so  
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PERSUADE succeeds, so dKNOW succeeds: Joe knows where some honey 

is .  

Back i n  dCONTROL, we ask Memory whether [Joe t h i n k s  t h a t ]  

anyone owns the honey. Memory says t h a t  Henry does ,  so  

  CONTROL'S Planbox 1 ("Free f o r  t h e  taking") fails. Planbox 2 i s  

t o  PERSUADE Henry t o  give t h e  honey to Joe. 

Given no re la t ion  between Joe and Henry ( t h e y  d o n ' t  know 

each other) , the on ly  planboxes i n  PERSUADE which can be used are 

ASK and INFORM REASON. 

We try ASK f i r s t .  This calls dPROX<Henry) which succeeds 

s i r f c e  Joe knows where Henry is;  we omit the d e t a i l s  h e r e .  Joe 

asks Henry to g i v e  him the honey,  and t h e  reader decides that 

Henry re fuses .  

We try INFORM REASON next. We c h o o s e  a goal of ~enry's and 

b u i l d  a causal chain backwards from t h e  goal,. For example, one 

of  Henry s goals i s  t o  "eat" f lowers .  (TALE-SP'IN t h i n k s  that 

what beesa d o  t o  f l o w e r s  i s  e q u i v a l e n t  to e a t i n g . )  I n  order t o  

e a t  a f l o w e r ,  you have to  "control" a flower, which r e s u l t s  from 

someone (possibly you yourself) ATRANSing the flower to you. We 

test  whether what Joe i s  t r y i n g  to PERSUADE Henry to d o  matches  

ATRANSing a f l o w e r .  I t  doesn't, (Joe i s  trying to PERSUADE 

Henry to  A-TFWNS t h e  honey t o  him.) We t h e n  consider t h a t  i n  

o r d e r  to ATRANS a flower, you. have to be near t h e  flowes, which 

r e s u l t s  from someone PTRANSing you t o  t h e  f lower.  Does this 

match? No . We r e p e a t  this process  a few times, t r y i n g  to 

construct a short i n f e r e n c e  c h a i n  which -connects= what Joe i s  

trying to  persuade Henry to do with one of Henry's g o a l s .  INFORM 



REASON f a i l s ,  and we r e t u r n  t o  dCONTROL. 

The n e x t  P l a n b o x  i s  ca l l ed  "Steal". We ask Memory ~ h e t h e r  

Henry is home: i f  he  w e r e n ' t ,  J o e  would simply t a k e  t h e  honey.  

But Memory t e l l s  u s  t h a t  Henry  is  home, so STEAL c a l l s  PERSUADE 

t o  get Henry  t o  l eave  home; that is,  Joe is now going t o  t r y  t o  

p e r s u a d e  Henry  t o  PTRANS h i m s e l f  f rom t h e  h i v e .  

I n  t h e  c o n t e x t  o f  STEAL,  t h e  A S K  p l a n b o x  i s  n o t  u s e d .  Joe 

tries INFORM REASON again and succeeds i n  producing the f o l l o w i n g  

chain: we g e t  t o  t h e  idea of someone PTRANSing h i m s e l f  t o  a 

f l o w e r  again a s  we d i d  before, b u t  w e  n o t i c e  t h a t  t h i s  does m a t c h  

what  we are t r y i n g  to persuade Henry  to do:  the c o n n e c t i o n  i s  

4 t h a t  Henry will PTRANS h i m s e l f  from the b e e h i v e  to t h e  f l o w t x .  

Joe now c o n s i d e r s  the p r e c o n d i t i o n  for ~ e n r y  's PTRANSing himself 

to the f lower ,  namely, t h a t  Henry  h a s  t o  know where  the flower 

is. Memory does n o t  i n d i c a t e  t h a t  J o e  t h i n k s  t h a t  Henry knows 

where a flower is ,  n o r  does Joe know where a f l o w e r  is ,  but 

r a t h e r  than invoke dKNOW(where i s  a flower?), w e  CREATE a f l o w e r :  

t h i s  i s  l e g i t i m a t e  i n  a plan to s t e a l  s o m e t h i n g .  Joe now tells 

Henry t h a t  there i s  a  flower i n  a c e r t a i n  f l o w e r b e d ,  and then 

asks Hengy i f  he  would like t o  fly to  t h a t  f l o w e r .  Henry aqrees  

and flies away. PERSUADE s u c c e e d s ,  and r e t u r n s  t o  dCONTROL. 

Joe now takes the honey f rom the h i v e ,  s o  dCONTROL succeeds  

and r e t u r n s  t o  sHUNGER.  Memory is m o d i f i e d  t o  i n d i c a t e  t h a t  Joe 

knows t h a t  he h a s  t h e  honey ,  b u t  t h a t  Henry d o e s  not. 

Joe  now oats t h e  h o n e y ,  and h a s  ach ieved  t h e  sigma-state of 

n o t  b e i n g  h u n g r y .  But, when bears e a t ,  t h e y  become t i r e d ,  so  

sREST i s  invoked.  



sREST i s  v e r y  s h o r t .  I t  r e q u i r e s  a dPROX ( c a v e )  , which  i s  

e a s i l y  a c h i e v e d ,  and t h e n  Joe goes t o  s leep .  

Since t h e  main goal has been a c h i e v e d ,  and the g o a l  p roduced  

as  a c o n s e q u e n c e  of  that g o a l  has a l s o  been a c h i e v e d ,  t h e  s t o r y  

ends. 

What d i s t i n g u i s h e s  s t o r i e s  from s i m p l e  s e q u e n c e s  of  e v e n t s ?  

Coherency  i s  i m p o r t a n t :  t h e r e  has t o  be a l o g i c a l  flow f rom one 

e v e n t  t o  t h e  next. T h i s  i s  r e p r e s e n t e d  i n  CD a s  a c h a i n  of a c t s  

which r e , s u l t  i n  s t a t e s  which e n a b l e  f u r t h e r  a c t s  and s o  on.  

I n t e r e s t  is  i m p o r t a n t :  s o m e t h i n g  i n t e r e s t i n g  o r  u n u s u a l  h a s  t o  

happen o r  else t h e  r e a d e r  w i l l  begin t o  wonder what  the p o i n t  of  

t h e  s t o r y  is. TALE-SPIN c r e a t e s  impediments  t o  g o a l s ,  o n  t h e  

a s s u m p t i o n  t h a t  t h e  overcoming  of o b s t a c l e s  can make an 

i n t e r e s t i n g  s k o r y .  "One d a y  Joe Bear w a s  hungry .  T h e r e  was a 

jar  o f  honey r i g h t  n e x t  t o  him. He a t e  it. The end" i s  n o t  a 

s t o r y .  It s h o u l d n ' t  be t h a t  e a s y .  

On t h e  o t h e r  hand ,  it s h o u l d n ' t  be t o o  h a r d  e i t h e r .  I n  

t h e o r y  a t  least, t h e r e  i s  a c o s t - e f f e c t i v e n e s s  ca l cu lus  which 

people employ when d e c i d i n g  how much e n e r g y  t o  expend on a 

s u b g o a l ,  based a n  how much t h e  g o a l  is w o r t h  t o  them. T h i s  

p r o c e s s  p r e v e n t s  t h e  p l a n s  f rom b e i n g  t o o  complicated. 

A s  t h e  story i s  g e n e r a t e d ,  v a r i o u s  p l o t  d e c i s i o n s  have t o  be  

made. Some d e c i s i o n s  are made a t  random, o t h e r s  a re  made by t h e  

r e a d e r .  When J o e  Bear t h r e a t e n s  I r v i n g  Bird because I r v i n g  B i r d  

won't t e l l  him where t h e  honey  is ,  t h e  r e a d e r  g e t s  t o  decide 

whether I r v i n g  B i r d  is  g o i n g  t o  i g n o r e  t h e  threat. 

We use  p l a n n i n g  s t r u c t u r e s  b e c a u s e  any program which r e a d s  



o r  w r i t e s  a s t o r y ,  whether of the f o l k t a l e  v a r i e t y  or the New 

York  Times v a r i e t y ,  m u s t  have a  model of the l o g i c  of human 

a c t i v i t y .  I t  might be e a s i e r  t o  simulate t h e  genera t ion  of a 

h igh ly  s t y l i z e d  form of s t o r y ,  a s  Klein ( 1 9 7 4 )  has done using 

~ r o p p ' s  a n a l y s i s  of a  c l a s s  of Russian f a i r y  tales, but  the re  is 

l i t t l e  g e n e r a l i t y  there .  One could use any of t h e  wel.1-known 

problem-solving systems l i k e  MICRO-PLANNER, b u t  t h e  s t o r y  is t h e  

proof procedure, and the procedure used the re  does not  correspond 

t o  my conception of how people solve  problems.   hat's not a 

c r i t i c i s m  of MICRO-PLANNER a s  a  problem-solver, b u t  only a s  a 

model human problem-solving . 
user i n t e r a c t i o n  was included for  two reasons. F i r s t ,  the  

i n t e r a c t i v e  f e a t u r e  now serves  a s  a h e u r i s t i c  for placing bounds 

on the  complexity of the s to ry .  Beyond, some number of obs t ac l e s  

t o  the g o a l ,  a  s t o r y  becomes a k i n d  of joke. Second and more 

important ,  ex tens ions  t o  TALE-SPIN w i l l  include more 

soph i s t i ca t ed  responses than t h e  present yes/no var i e ty .  

THE FUTURE OF TALE-SPIN. -- - There a r e  a  l o t  of th ings  t h a t  

TALE-SPIN doesn ' t  do ye t  t h a t  would improve it a s  a s t o r y t e l l e r .  

Here a r e  some of the  t h e o r e t i c a l  problems we w i l l  be working on  

i n  the  immediate f u t u r e .  (1) Bargaining, a s  it e x i s t s  now i n  

TALE-SPIN, i s  a p r e t t y  one-sided a f f a i r ,  w i t h  the main character  

making a l l  t h e  proposals.  I rv ing Bird i s  j u s t  a s  l i k e l y  t o  

suggest  t h a t  Joe Bear go g e t  him a  worm as Joe is  t o  o f f e r  to  do 

SO Counter-proposals a r e  c e r t a i n l y  common enough. ( 2 )  Future 

s t o r i e s  should include planning on t h e  p a r t  of more than one 

cha rac te r .  The presen t  s t o r i e s  a r e  a l l  "about" the bear ,  and 



o n l y  i n c i d e n t a l l y  involve the b i r d  and o t h e r  c h a r a c t e r s .  The 

stories a re  more concerned  w i t h  r e a c t i o n  t h a n  i n t e r a c t i o n .  ( 3 )  

For every p l a n ,  there may be a c o u n t e r - p l a n ,  a plan t o  block t h e  

achievement of a goal: a p lan  for  keeping away from somethinq or 

someone; a plan not t o  f i n d  o u t  something, o r  to be c ~ n v i n c e d  

that it isn't t rue ;  a plan t o  g e t  r i d  of something you own. ( 4 )  

How much of a plan do people consider i n  advance? We have made 

some efforts i n  t h i s  area  by making t h e  d i s t i n c t i o n s  between 

kinds of p r e c o n d i t i o n s .  C e r t a i n l y  t h e  most important  improvement 

here will be t h e  c o s t - e f f e c t i v e n e s s  r e a s o n i n g .  ( 5 )  The theory of 

t e l l i n g  s t o r i e s  (what t o  say) now implemented i n  TALE-SPIN i s  to 

express v i o l a t i o n s  o f  s i g m a - s t a t e s  ("Joe Bear was h u n g r y n )  , 
p h y s i c a l  acts ,  and those mental ac t s  which provide m o t i v a t i o n  o r  

j u s t i f i c a t i o n  for l a t e r  events. The r e a d e r  is assumed t o  be able 

t o  infer t h e  rest. T h i s  seems t o  work r e a s o n a b l y  we11 for t h e  

present simple s t o r i e s ,  but may have  t o  be modif ied  to s u i t  

l o n g e r ,  more complicated storie s. 
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