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ABSTRACT

A microworld system is described for displaying visual
representations of the meaning of a subset of English that. con-
cerns a clown that can balance objects and can participate in
motion scenarjios. Nouns such as "clown", "lighthouse", "water"
etc. are programs that construct images on a display screen.
Other nouns such as "top", "edge", "side", etc. are defined as
functions that return contact points for the pictures.
Adjectives and adrerbs provide data on size and angles of sup-
port. Prepositions and verbs are defined as semantic functions
that explicate spatial relations among noun images. Generally,
a verb praduces a process model that encodes & ,series ofsscenes
that represent initial, intermediate and final displays of the
changes the verb describes.

The system is programmed in UTLISP for CDC eqguipment and

uses an IMLAC display system. Itl currently occupies 3210K

words of core and requires less than a second to translate a

sentence into a picture. Applications.te®e teaching linguistics

and languages are suggested.
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SEMANTICALLY ANALYZING AN ENGLISH
SUBSET FOR THE CLOWNS MICROWORLD

I Introduction

Several examples of semantically based grammars have appeared in the
literature since 1970. The most complete of these are Winograd's (1972)
outlime of a systemic grammar for commanding and questioning the robot hand
in the MIT blocks world, Heidorn's (1972) rewrite rules for analyzing and
generating English descriptions and transforming them into GPSS programs,
and the ATN grammar of questions for the.Lunar Rocks Data Base presented
by Woods, Kaplan and Nash-Webber (1972). Most other grammars of significan
size, such as that of tlie NYU String Analysis Project (Grishman and Sager
1973) and numerous grammars developed for mechanical translation are
largely syntactic in orientation and not easily accessible. Rilesbeck also
presents a semantic grammar in tne form of a set of LISP programs to comput
conceptual dependencies (1975).

A difficulty with these reports 1s that the systems using the grammars
are typically. quite large programs——-]100K+--and the interactions between the
grammar and the rest of the system are frequently quite complicated. The
reader who wishes to use them as a basis for constructing a small natural
language understanding system may well be at.a loss as how to-begin. He
may have the impression that a natural language processing system 13 a vast
undertaking involving great complexity of pregramming.

He will not be completely incorrect in these impressions, byt in fact
pregramming a grammar and semantic system for a microworld model to under-

stand a small subset of English is no longer a formidable task. The



vocabulary can be regtricted to one hundred or so words, a minimally
sufficient syntactic and semantic gystem can be expressed in a few dozen
rules supported by a dozen or so semantic functions, and the pragmatics of
such microworlds as the STRIPS robot, the blocks world, or the CLOWNS

Qorld presented here, can be modelled very simply. The simplest microworld
models that communicate in English require an effort somewhere between a
two week homework exercise and a graduate term project. CLOWNS represents
about 6 man-months of effort so far.

But i3 there any real purpose in studying English communication in
these trivial microworld situations? If we mbdel language behavior in
one microworld we remain several orders of magnitude short of understanding
the general use of the language in text, or in verbal discourse and equally
far from the possible goal of instructing computers in English to accomplish
a general run of tasks.

I remain incurably optimistic. The generalizations about tiny subsets
of language and behavior that emerge from microworld models gradually
accumulate 1n sur human minds Into what may eventually prove sufficient
understanding for the accomplishment of socY¥ally useful tasks. The
initiation ritual of programming a mini-intelligence is a necessary
pre-requisite to programming one that 1s more sophisticated.

In this paper, CLOWNS, a simple microworld model is presented with an
explicit tutorial intent. A brief grammar 18 described that accounts for
much of the embedding logic of English constructions; a system of trans-

formations of English.constituents to property list representations of



semantic network structures is followed by their representation in a
dynamic process model that can be operated to produce successive states
described by the English. The principles used in the system are.a concise
representation of my gleanings from recent literature and of course from

work of my own and my students.

I1 Background

In this section only a few of hundreds of natural language processing
papers are suggested as entries to the'literature. At least a dozen reviews
of this literature are available; Walker's is not only among the most recent
and complete (Walker 1973), but it includes a section that cites the reviews.

Since 1970, the language processing literAture has been rich in
reparts of natural language systems that can understand subsets of English
with respect to various microworlds. In addition to previously mentioned
work by Woods, Heidorn and Winograd, there are less frequently cited but
quite interesting theses by Badre (1972) ‘that learns to do very simple
number problems from text, by Scragg (1975) that answers questions about food
preparation processes and by Bruce (1972) that presents a logic and a system
for answering questions about temporal reference. Schank Riesbeck, Goldman
and Rieger (1975) have published a significant series of papers on semantic
parsing, inference and generation for an English subset concerning fairly
ordinary human actions, Hendrix, Slocum and Thompson (1973) describe a
system for understanding and generating English about commercial transactions
and 5imple movements. Hendrlx (1975) Has also developed a set theoretic
system of process models for representing natural language meanings. These

models are descended from robot preblem solving research by Fikes and Nilsson
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(1971) and Siklésey et. al. (1973). Harris (1972) provides a tour de force

that uses problem solving, inference and learning methods to teach a robot
facts about its microworld. Hobbs (1974) presents an approach to natural
language semantics that 18 shown to apply to several applications, diagrams-
to-language, English and Algol-to-Algol, etc.

Much of the most recent work by Abelson (1975), Charniak (1972),

Schank and Abelson (1975), Minsky (1975), Winograd (1975), Bobrow and Norman
(1975), Collins and Warmock (1975), Rumelhart (1975) has progressed beyond
the question of grammar and semantic systems to that of such larger units

of semantic organization as Frames, Story grammars, Plans, Schemes, Dremes,
etc. Although at this writing most of these formulatioms still fall short
of computational realization, it is clear that the research task of the
immediate future 1s one of formulating and programming structures of
organization’ that will successfully model much more complicated microworlds
than those presently achieved. A forthcoming book edited by Collins and
Bobrow will present many of these ideas.

LISP is still the language of most frequent choice for these experiments
and thanks to the prevalence of virtual memories and virtual LISP, the
limitation to in~core implementations has essentially vanished. Many of
the programs cited used require from 100 to 3001(10 cells of storage.

The system described in subsequent .sections resides in 32K on a CDC systenm,
although our most recent additions have caused us to use a virtual memory

version of UTLISP that was develgoped by ‘Mabry Tyson.



IITI Pictorial Models

Ignoring early work largely lost in the archives of corporate memos,
Winograd's language processor is essentially a first reporting of how to
map English sentences into diagrammatic pictures. Apart from potential
applications, the pictures are of great value in providing a universally
understood second language to demonstrate the system's interpretation of
the English input. While we are still struggling in early stages of how
to compute from English descriptions or instructions, there is much to be
gained from studying the subset of English that is picturable. Translation
of English into other more general languages such as predicate calculus,
LISP, Russian, Basic English, Chinese, etc. can provide the same feedback
as to the system's 4nterpretation and must suffice for the unpicturable
set of English. But for teaching purposes, computing pictures from
language is an excellent instrument.

We began with the notion that it should be quite easy to construct a
microwarld concerning=a clown, a pedestal, and a pole. The resulting
system could draw pittures for such sentences as:

A clown holding a pole balances on his head in a boat.

A clown on his arm on a pedestdl balances a small clown om his head.
Figure 1 shows examples of diagramg produced in responke ‘to these
sentences.

We progressed then to sentences concerning movement by adding land,
water, a lighthouse, a dock and a-bost. We were then able to draw pictures

such as Figure 2 to represent the meanings of:
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A clown on his head salls a boat from the dock to the lighthouse.

In the context of graphics, two dimenslonal line drawings are attractive
in their simplicity of computation. An object is defined as a LOGO graphrcts
program that draws 1t (see Section VI) A scene 1s a set of objects re-
lated in terms of contact polnts, A scene can be described by a set of
predicates

(BOAT ABOVE WATER) (ATTACH BOATXY WATERXY)

(DOCK ABOVE WATER) (DOCK LEFTOF WATER) (BOAT RIGHTOF DOCK)

(ATTACH DOCKXY WATERXY) (ATTACH BOATXY+kY DOCKXy)

Orientation functions for adjusting starting points antl headings of the
programs that draw the objects are required and these imply some trigono-
metric functions A LISP package of about 650 lines has been developed by
Gordon Bennett to p:rovide the picture making capability

What 1s mainly relevant ,to the computation of language meanings 1s
that a semantic structure sufficient to transmit data to the drawing package
is easily represented as a property list associated with an artificial
name for the scene  For example, A CLOWN ON A“PEDESTAL" results in the
following stkucture

(Cl, TOK CLOWN, SUPPORTBY C2, ATTACH(C1l FEETXY C2 TOPXY))

(C2, TOK PEDESTAL, SUPPORT Cl, ATTACH(C2 TOPXY C1 FEETXY))

(CLOWN, EXPR(LAMBDA() ,) FEET XY, SIZE 3, STARTPT XY, HEADING A)

(PEDESTAL, EXPR(LAMBDA() ) TOP XY, SIZE 3, STARTPT XY, HEADING A)

A larger scene hag more objects more attach relations, and may include
additional relations such as INSIDE, LEFTOF, RIGHTOF, etc In any case

the scene is semantically represented as a set of objects connected by
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relations i1n a graph (1 e a semantic network) that can easily be stored
as a property list with references to other objects with property lists
We take "balance" stand' "support "hold' 1is on' etc. as state
describing verbs 1n contrast to those such as ''sail", 'ride’, fly'
"buy etc which describe changes of state Ta model the meaning of
state verbs requires only a single diagram to show the state described
Fqr change of state verbs a series of pictures’is required and a process
model 1s used to construet a sequence of state descriptions each of which

can produce a diagram

IV An Fnglish Subset Grammar

We take the Woods ATN as a basic formallism for describing a grammar
computationally This system has been well-described hy Woods (1970), 1ts
application to English semantics by Simmons (1973) and a UTLISP version was
programmed by Matousek & Slocum (1972) While generally ignoring theoretical
1ssues 1n linguistics, we do use such principles as the fact that sentences
are composed of constituents, that there are syntactic rules defining
acceptable sequences of constituents, and that. underlying the English state-
ment there 1s an i1dea that can be expressed in gome pther language by
transformations on the English constituents The underlying idea can be
expressed 1n a formal language such as some version of predicate logic, or
in a computer data structure or in a language of furlctions and arguments such
as LISP or PLANNER

In presenting the. following prammar and semantic system our emphasis
}s on dealing with the highly Variable nature of Fnglish embeddings This

means that we have been more interested in the many forms of dependent
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clause--prepositiondl phrase, relative clause, infinitive, participial
phrase, relative conjunetive clause, etc,——than in the fine detail on
noun phrase, noun-noun combinations; and the fine grain of verb st{rings.
We have also fer the moment ignored ordinary conjunctions in view of the
clear treatment offered by Woods, Winograd and Grishman, each of whom
points out that an and or an 'or’' triggers a special subgrammar that
attempts to find a structural repetition of a constituent that was just
completed. Because of our interest in embeddings we have chosen to consider
relative clauses at the toplevel of the grammar where possible.

The following constituent description defines a very fluild subset
of English with great potential for embeddings.

CLAUSE - (NP) + (VP)

+ (DCLAUSE) + CLAUSE
NP + (ART) + (ADJ*) + N + (DCLAUSE)
-+ PRON + (DCLAUSE)

VP - VG.+ (NP)

VG -~ (AUX*) + (ADV) + V + (ADV)

DCLAUSE 4—PPlRELCONJIRELCLAUSEIVMOD

PP -+~ PREP* + NP

RELCONJ - RCONJ + CLAUSE
RELCLAUSE -+ (RELPRON) + PRONCLAUSE

PRONCLAUSE - VP|NP + VG .+ (DCLAUSE)

VMOD VPAST/VP|VPRESPART/VPIVINF/VP

VPAST = SUPPORTED SAILED,..
VINF -+ TO SUPPORT,...

VPRESPART + SUPPORTING, SAILING,..
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RELPRON > WHO, WHICH, WHAT THAT

RCONJ -~ BEFORE, AFTER WHILE
AUX - IS WAS; HAS, HAVE, HAD
ADV - HORIZONTALLY. VERTICALLY

'V > SUPPORT BALANCE, SAIL

PRON -+ HE, SHE, IT, THEY ...
ART -+ A, AN, THE ...

ADJF - LARGE, SMALL, TINY

1N - CTLOWN. PEDESTAL, BOAT, DOCK,' FEET, TOP, SIDE ...

In the above: + means ''followed by”', (x) means optional x. x* means 1
LY

OoTr more x's,lor "," means '"or'", «.. means etc., and x/y means x 1s the

initia ‘“element of y. The arrow-> means ''defined by".

The form of notation above .is a concise recursive description fecr the
ordering of constituents. It shows nothing about the semantics that may
be included in the system, and the flow of cantrol for parsing is not at
all obvious. Augmented Transition Network.graphs following Woods show the
conditions. on elements of the sentence and the flow of control in terms
of directed arcs leaving'nodes in a two-dimensiened diagram of the grammar
Even more importantly, an ATN provides for the display of semantic

operations that are to be undertaken on each constituent., The convention

for drawing an ATN 1s to write conditional statements above the arcs, and

operations below.
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S := NP + VS.+ NP

PUSH NP.

(’ij SETR SUBJ *
(s

PUSH VS PUSH NP,

SETR OBJ *

(PUT (LAST(GETR V)) (PUT (LAST(GETR V). )

"SUBJ(GETR SUBJ) ) "OBJ (GETR OBJ) )

In this net, if the sentence begins with an NP, the PUSH NP will return
the structure of an NP in the * register. At thdt point the register
SUBJect is set to ‘that value. When a VString is analyzed by PUSH VS ‘then
V is set to the value'VS returned. At this point further structure is
built-by PUTting on the verb's property list the attribute SUBJ with the
value contained in the register SUBJ. Similarly, when an OBJect NP is
parsed, it can be added to the structure of V and, the value of S can be
POPped--i.e. returned--as the register V.which will allow access to the
property list of the verb on which the values of subject and object can
be found by consulting those properties as in (GET (LAST(GETR V)) "SUBJ).
The function LAST is used in this example to obtain the last element of

a list.

Notice this example 1llustrates.that our general approach to recording
ssemantic information is one of purting detailed information such as the
arguments or cages of a verb on the property list of that object. Thus
the result of parsing ''clowns hold poles' with the above net is:

(HOLD SUBJ CLOWNS, OBJ POLES)

In, fact, 1t is necessary to create new names for each word used in a
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sentence—-to avoild clobbering dictionary information--so the result from
actual nets would be:

(CL TOK HOLD, SUBJ-C2, OBJ C3)

(C2 TOK CLOWNS, NBR PL, DET INDEF)

(C3 TOK POLES NBR PL, DET INDEF)

Thet relation TOK shows that Cl is an instantiation of the lexical item
HOLD. In this convention for stating property list values, the first
element is the ATOM and each pair séparated by commas i5 an ATTRIBUTE
and its VALUE.

The Woods system also btores its past states and provides for backup
in the event that no conditional arc succeeds and yet there is still
sentence to be scanned., In this event the syStem recursively consults
the state leading to the current node to see-if there were arcs that were
untried that lead to a successful parsing for the sentence string. The
* register has special significance in that ordinarily it contains the
sentence element under the scanner, except whemn a subnet such as NP
returns a value, in vhich case the POP arc sets the value in the *
register. The overall flow of control through an ATN is that * is set
to the first element of the sentence, then the topmost net, CLAUSE or S,
applies the grammar in topdown fashion. Each time a constituent --a
word, a phrase, a clause--is recognized and control is passed to another
node, the scanner is advanced and parsing proceeds from the new node.

For programming simple grammars without much embedding and without
backup capabllities an ATN may be used as a flow chart to design the
program. 1If more complex grammars are required, Woods has provided =

complete set of language conventions :and an Interpreter with the capability
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of storing past states and backup.

Lexicont English words;, their vord classes and features and other
information such as program definitiongs etc. are recorded on a property
list structure for easy access by fun&tions used in the ATN. The follow—
ing examples illustrate this structure:

(CLOWN (N T)(NBR SING) (EXPR (LAMBDA()....)})...(FEET XY) (ANIM T))

(BALANCE (V T) (TENSE' PRES) (EXPR (LAMBDA(ST)+.4.))" )

(ON (PREP T)(EXPR(LAMBDA(NL1 N2)...)) )} |

(WHO,(PRON T) (NBR (SING PL))(PERSON T) (RELPRON T) )

The function (PUT X Y Z)-—-e.g. (PUT "CLOWN "NBR "SING)-~will add the pair
(Y Z) to the atom X or replace the value of X'g attribute Y with the new
value Z. The function (GET X Y) will then return the value Z. Such ATN
functions as CAT and GETF simply call GET with the first argument set

to the value of the word under the sentence scanner.

The EXPR values assoclated with an English word are sem#ntic
functions that are explained later. Many modifications to this simple
scheme can be added to provide for morphological variants referring to
root forms instead  of requiring a.definition of their own, and an
attribute, FOLLOWEDBY, can be used to collect multiple word terms. The
basic property list representation of a dictiomary can be expanded to
lnclude multiple word semnses as well, but it always retains the character

of a basic LISP system for storage and retrieval of data assoclated with

an atom.
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UNHOLD

PUSH DCLAUSE SNT

PUSH NP SNTC

HD + *
DCLAUSE SNTC

CLAUSE

PUSH VP ¢SENDR SUB{%(EE}POP(GETR HD)T’I
HD < *
(EVAL ((GET * "TOK)*

TST CL1 (GETR HD) POP (GETR HD) (NULL SNIC) T

Grammar; This is the toplkvel net for the grammar. It is named
clause and transfers control to states Cl and C2 each of which can POP
a value in the event that the sentence string has Been completed or a
clause successfully parsed. The barred pointer, 4+ , indicates a HOP,
operation which passes control without advancing the sentence scanher or
changing the * register.

This net accepts sentences beginning with an NP, a VP or a dependent
clause. HD is the name of a register that generally contains the last
constituent found. The UNHOLD arc emanating from Cl causes a list, HOLD,

to be processed. HOLD contains Dependent Clauses that are missing some

element that delays their semantic processing. ¥Fér example, "on his nose"

in "on his nose a clown balances” cannot be semaftically processed until
"clown" shows up as a following NP. The net 1s gatisfied by a sentence

or ‘by a single nouyn phrase such as "a clown in a boat" or by an imperative,
"balance a pedestal'. It dces not accept question forms: that would require
an additional arc from CLAUSE labelled, PUSH QFOHM SNTC. The ordinary form of
an ar~ is an arc-label such as CATegory, PUSH, POP, TST followed by its argu-

ment, followed by any.condition statemeat. SNTC is simply the variable that
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contains any remaining séntence string, so the condition SNTC is true

except when the 'string has been.exhausted. If SNTC is nil, there is no
point in further processing.

The arc PUSH VP (SENDR SUBJ) 'will send the value of the register
SUBJ to the subnet VP.* 1If VP is successful, the operation under the
arc (EVAL{(GET * TOK) * )) will call for a function associated with the
verb to translate the subject, object and complemerits of the sentence
into the particular semantics of pictorial relations. The verbs SUPPORT,
SAIL, and MOVE are defined as semantic functions in seé¢tion V. Pre-
positions are also defined as semantic functlons in that sectionm.

When HD is popped from Cl or C2 it contains the name of an object
on-the property list as described earlier. The result of a parse is an
atom name whose property list contains labelled references to its
arguments which are either symbolic or numeric values, or ‘references to
other atoms which have property lists. This of course is a property

list representation of a semantic network.

CAT PRON
HD « (ANTEC * GLST)

DET <« DEF
CAT ADJ
MOD + *
CAT N,
HD + (MAKETOK*)

PUT HD ""DET DET

'"MOD MOD

"NBR (GET * NBR)

CAT ART T
DET « (GETF “DET)

TST OK T
DET « INDEF

* SENDR is usually signified in the nets by + Thus + SUBJ means,
(SENDR SUBJ -(GETR SUBJ)) X <+ Y means (SETR X (APPEND Y (LIST(GETR X))))
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This NP net 1s operated ¢h the ¢all, PUSE NP T. It allows for a

pronoun or a sequence of (art)(adj*) N. Tts operation includes some
basic semantic transformations on the head noun. If the sentence begins
with an-ARTicle, the determination is set to DEFINITE or INDEFINITE
depending on what feature GETF finds associated with it. A pronoun
implies definite determination, and a noun phrase without.an article
implies indefinite except-in the case of proper nouns not considered in
this net. Adjectives are appended to a list nmamed MOD.

When the moun head is encountered, MAKETOK creates an atomic name Ci
using the LISP function (GENSYM C) and puts on its property list, the
pair, TOK WORD. The remaining operations under the CAT N arc add property
value pairs to this TOKen of the noun. From NP2 the arc, POP HD
(PUTMODS HD), is encountered. PUTMODS is a semantic function that works
with adjectives and adverbs in the following fashion:

An adjective, e.g. big, has the following lexical structure:

(BIG ADJ T, POS T, TYPE SIZE, VALUE 7)
PUTMODS will for each adjective obtain the TYPE and VALUE and put them on
the noun's property list. Thus, "a big red clown" results in:

(C1 TOK CLOWN, DET INDEF, NBR SING, SIZE 7, COLOR 1)
where COLOR 1 assumes that some mechanism for assigning colors likes numbers
as inputs, even as the drawing programs require numerical values for 3IZE.

The result of parsing a noun phrase with this network is to return the
semantic structure of an object as a set of property-value pairs associated
with the name Ci which 18 a token of the word used. The net is not sophis~
ticated as NP definitions go, much more complete grammars of the NP arge

offered by Winograd and Woods. The lack of a continuation into a modifying
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clause such as a PP or' relative clause is deliberate in that we prefer
to return control to the structure calling the NP so that its syntactic-

semantlc position in the higher sequence can be used by the Dependent

Clause net.
OBJ « %
S %
PUSH VG SNTC Cp) PUT V'SUBJ SUBJ STSH DCLAUSE UBJ «
" PUT V "'SUBJ SUBJ
g« V "0BJ' OBJ

BUT V "0BJ 0BJ

TST AUX=BE V=ED POP V (PUT' V "SUBJ SUBJ) 1\
PASV « T
OBJ « SUBJ %
SUBJ « NIL

TST T

This VP net first pushes a VG, verb group. VG is not shown in this
discussion, but it scans the sentence string for an acceptable sequence
of auxilaries, and adverbs domindated by a verb. It makes a token of the
verb and puts its tense and auxlliaries on that token as property value
pairs. It returns the token name. In exiting node VPl we seek an NP as
a syntactic OBJect and finding one, add the subject and object as properties
of the verp. 1If no NP follows the verb, the next arc tests to determine
whether the verb 1s a passive form and 1f so sets the flag PASV, sets
object to subject, and subject to nil. If a "by" prepositional phrase
follows, it becomes the subject. Additional modifying phrases are picked

up by the DCLAUSE loop. No actions are associated with PUSH DCLAUSE arcs
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because each DCLAUSE calls semantic routines that bind the modifier to

the noun or verb it modifies--frequently not the one it immediately
follows.

The VP net accepts a verb, a verb group, or a verb group followed by
an NP and a string of PPs or other modifying clauses. It lacks the case of

two NPs to account for direct and indirect objects.

PUSH PP (GAT PREP)
HD « *

{ DCLAUSE_D PUSH RELCONJ (CAT RCONJ) @

PQP HD T T

TST GETR SUBJ

CAT RPRON R PUSH PRONCLAUSE_\'EVAL ((GET * TOK) * ) 1oy 4
SUBJ « (ANTEC * CLSTI\os ! ~—(HOLD #)
¢ SUBJ
CAT V "ED "ING 2} _IST T | ﬁ#) PUSH VP
SUBJ « (VBMATCH * GLST) HD <

v SUBJ

* = "T0, NEXT =V

The DCLAUSE  net is fairly intricate in that it accounts for PPs,
rekative pronoun clauses, infinitive modifiers, participial cl#uses and
clauses introduced by relative conjunctions, A PP is ome or more prepositioris
followed by an NP. A RELCONJ starts with an RCONJ such as "while", "after"
etc. and may be followed by a DCLAUSE or a CLAUSE. A relative, pronoim
clause begins with an optional relative promoun and is followed by a pronoun
clause which is either a VP or an NP followed by a VG and optional DCLAUSES.
For the moment we insist for computational economy that a relative clause
be introduced by a relative pronoun; actually the form of a proneminal

clause is sufficiently well defined that PUSH PRONCLAUSE can identify it
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without a relative pronoun ‘In most cases.

When a pronoun is found, here or in an NP, the function ANTECedent
is called to scan the list of preceding nouns to find the best agreement-in
person, number, and gender. The function VBMATCH on the exit from node D2
is a function that seeks to find the head that the participial or infinitive
phrase is modifying. As in PREPMATCH, the head neun is frequently not the
one just preceding the modifying phrase and the particular verb and its
ending are used 1in choosing its head noun or verb. GLST 1s the name of a
list of candidates.

In the event that the DCLAUSE is a relative pronoun or a participial or
ipfinitive construction, the final step is to call the semantic function
associated with the verb and evaluate it for the subject, object and
complement arguments. DCLAUSE i$ undefined for adjectival and adverbial

clauses that can be used as modifiers. When defined they can be added as

additional arcs.

CAT PREP ~ =NEXT V

PUSH NP (GETR PREP) PP1\ POP HD (PREP <« NIL) T

PUT * "PREP PREP
HEAD < *

(PREPMATCH * GLST)

This abbreviated PP net is presented to call attentign to 1ts method for
accepting a string of prepositions and for accomplishing the semantics by
calling PREPMATCH. Although Section IV concerns semantics, 1t is worth

noting that the ettect of PREPMATCH is to add information to the semantic
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structure reptresenting a noun or a verb. For examples:
"a clown on a pedestal on his nose *
(C1 TOK CLOWN, SUPPORTBY #PEDESTAL, BALPT {/NOSE)
", ..balances on a pedestal on his nose"
(C2 TOK BALANCE, TENSE PRESENT, COMPS(#PEDESTAL #NOSE))
Thus if a verb inkervenes between a noun and prepositional phrases that
might modify it, the PPs become COMPlements to the verb under the attribute

COMPS, and the verb's semantic function has the task of relating it to

other eleménts of the sentence.

V Semantics of the Subset

Parsing a sentence with the ATN grammar just described results in a
get of symbols edach of which is further characterized by attributes and
values on a property list. If no semantic functions were applied--such
as those associated with prepositions, modifiers dnd verbs--the result
would be a tree such as the following:

(C1 TOK BALANCE, SUBJ (C2 TOK CLOWN, DET DEF),

OBJ (C3 TOK POLE, DET INDEF),

COMPS (C4 TOK HANDS, POSSBY C2, PREP ON))

ne effec¢t of the semantic functions for this sentence is to produce the
f« llowing:
(C2 TOK CLOWN, SUPPORT C3, SIZE 3, ATTACH (GnyC3xy))
(C3 'OK POLE, SUPPORTBY.C2, SIZE 3, ATTACH (C3 C2 ))
' Xy Xy

which 1s minimally sufficient information for the graphics to produce a
single dicture to represent the state of affairs the sentence described.

It s perfectly feasible to compute the syntactic form first and then

apply the semantics, but as Winograd, Riesbeéck and.others have found, the
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early application of semantics can be used to minimize the ambiguities of
the syntax. For this reason, as each prepositicnal phrase is parsed a
semantic function is called to determine which noun or verb might be its
governor or head. Each time a Verb Phrase is completed, a semantic
function is called to translate its syntactic arguments, i.e. SUBJ, OBJ,
COMPS, into pictorial relations such as SUPPORT, ATTACH points, etc.

Semantics of Prepositions: After a PP constituent has been identified,

a function PREPMATCH is called with a list of the nouns and verbs so far
encountered, GLST. Each preposition 1s associated with a function that
examines a candidate head from GLST-and the noun object to determine if the
candidate can dominate the PP in question. For example "ON" is defined as
a LISP function with two arguments. When called with "clown" and "nose",
ON returns a structure in which the ATTACH point of the clown is the XY
coordinates of his nose. When called with "clown" and "'pedestal” it
returns a structure in which the pedestal SUPPORTS the clown. If called
with "nose'" and "pedestal" it returns NIL sihce nose is neither-afi inde-
pendent picturable object nor a part of the pedestal.

PREPMATCH does the book-keeping by calling the preposition function
with each candidate from the GLST: If“the candidate is a verb that
can be modified by that preposition, PREPMATCH adds the PP to the verb's
list of COMPS, and the verb semantic function will interpret it. The
function BESIDE offers a simple example definition that shows how one
prepositien can imply another.

(BESIDE (LAMBDA (N1 N2) (RIGHTOF N1 N2) ))

(RIGHTOF (LAMBDA (N1 N2)

(COND ((AND(GET N1 "PICT) (GET N2 "PICT))
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(PUT N2 "RIGHTOF N1) (PUT N1 "LEFTOF N2) )

(T NIL) ) ))
Thus. "a beside b" is quite arbitrarily interpreted te mean "b is to the
right of a'". RIGHTOF requires that its two arguments be picturable
objects. "A clown on his nose beside a pedestal" causes PREPMATCH
((NOSE. CLOWN) PEDESTAL). PREPMATCH first calls (BESIDE NOSE PEDESTAL)
BESIDE calls RIGHTOF which returns NI} jpecause ''mose'" is not an independent
PICTure. Then PREPMATCH calls (BESIDE CLOWN PEDESTAL) and the return is
(essentially*) PEDESTAL RIGHTOF CIOWN.

Somewhere else in the forest, the relation RIGHTOF will be interpreted
to mean contact between leftside and rightside of two objects. So we.quite
arbitrarily force a. presise meaning—-so far sufficient for our purpose--
ofi the geometricglly vague term, ''beside'. In general the prepositional
semantics for a microworld model are definable where the number of possible
meanings for each preposition are limited by the situation. wn the CLOWNS
world, "with" "on" and "by'" have multiple meanings that are selected -in
accordance with the conditions described by their semantic functioms.

In.contrast, "from" so far has a single meaning.

Verb Semantics: The English verb is a remarkably complex conceptual
object. It may carry several meanings dependent on its arguments and on
its larger context. It communicates information about temporal ordering
of its process by auxiliaries and its suffix, It implies one or a sequeritial
series of events. 1Its syntactic positién and ending can be used to signal
that it is a pre-modifier or a post-modifier for another verb or a noun.
It is part of a classification structure and may imply special argument

values to some more general verb higher in the classification. For example.

* Where these examples use words the functions dre using Ci tokens or
words as appropriate.



"retort" means ''answer sharply' which means 'commuhicate sharply in response
to a2 communication'". The verb mdy imply special arguments in another way;
the verb, "sail", implies that '"someone caused a vehicle to move through a
fluid by a means involving aerodynamics from one place to another"  If
the sentence omits some of these arguments, the verb semantics implies
them. Thus we can sail a boat, a kite, an airplane, a saucer, but hardly
a locomotive or a desk. If the arguments are inappropriate we can ascend
the classification tree and call the statement a metaphor. In addition,
the verb allows its arguments to occupy practically any syntactic position
in the clause or sentence and must sort them out on the basis of semantic
information.

By analogy, a verb is a dramatic skit with a variable set of characgters
that successively relates the character roles to one anokther over a period
of time. A verb has a set of arguments, case roles filled by semantic
objects; it has an initial state, a set of relations among its characters;

a set of intermediate states, one or more sets of relations among its char-
acters; and a final or resulting state similarly charaéterized. In addition,
recent work particularly by Abelson and Schank suggest that in a given
culture a verb models a situation that is pradictably preceded and followed
by more or less typical situations. If a person strikes another person, ,the
first one was probably angered by the second, dominates the sécond, etc.
while the second. feels pain, may react in anger, etc. So it 1is reasonable

to suppose that our experience is organized in scripts, frames, scenes,
dremes, etc. whose component elements include the dynamic skits that verbs
signify.

In the CLOWNS world a verb selects an associated semantic function to

28
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sort its arguments into typical roles 1n its plcturabl€ dramatic skit and
relates them in typical ways for display as initial, intermediate and final
conditions. In this tashion, the verb "sail" relates an Agent, a Vehicle,

a Medium, a Start point, Intermediate points, a Goal point and possibly a
Means of movemant. The semantic routine must translate syntactic entities
such as Subject Object ana Complements into these roles, i.e. bind the
variables. It must then relate them in appropriate ways—-- AGENT 'IN VEHICLE.
VEHICLE AT STARTPOQINT, VEHICLE ON MEDIUM, etc.--for each of its temporal
states and call the graphi;s system to display them.

Support is a verb that describes a static single state of affairs in
"Thé world is supported on a turtle's back'. The verbs "balance’, "support",
"stand" "hold". are each associated with the semantic tunction SUPPUKTL.
When a VP constituent using one ot these verbs is completed, SUPPORTL is
called to compute a model of the situation described.

SUPPORT]1 binds the cases TH1, TH2, SUPPORTPT1l, BALPT2. TH stands for

THEME and the other two cases ror Support Point and Balance Point. The

following diagram shows the spatial relations signified by these cases:

@ P
@ SUPPORTPT1

Thl supports THZ on its BALPT2 on/with/in his SUPPORTPT1. If these four
arguments are bound. the support relation is completely defined: If not,
means are taken to till in the missing arguments by 2 default logic.
SUPPORT1 takes as arguments, SUBJ, OBJ, and COMPS where COMPS is a list of

complements. SUBJ and OBJ were computed by the VP parser as the subiect and
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object of the ACTIVE form of the clause.

The conditions or rules for transforming these syntactic arguments
into semantic roles are as follows:

SYBJ A OBJ + TH1 + SUBJ, TH2 « OBJ

SUBJ + TH2 + SUBJ

OBJ + TH2 « QBJ
For each COMP,

~TH1 A ON A PICT(COMP) - TH1 « COMP

~SUPPORTPT1 A IN V ONWITH A PART(COMP THLl) - SUPPORTPT1 + COMP

~/BALPT2 A ON A PART(COMP TH2)., -~ BALPT2 <+ COMP

T » PRINT (LIST "UNDEFINED COLON COMP)

For the following two example sentences, the above ruyles result in
the bindings 'showm:

Ex 1 A clown balances a pedestal on his head on its side

THI TH2 SUPPORTPT1 BALPT?2

Ex 2 A clown balances on d pedestal on its side on his head
TﬁZ T%l SUPLORTPT& BALPTZ
Additional modifiers may have been present as .in the example sentences:
A clown. on his hands balances a pedestal on his head, on its side
beside a pole.
A clown with a pole in his hands balances on a pedestal...

The earlier action of the preposition semantic functions will have reduced

these additional complements to no more than those shown in Examples 1 and 2.

Notes: x >y X implies Y A and
X<y SET x to y Vor
AX Not X " Quote

F(x) Evaluate function F of X
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Brief forms such as "A clown balances on his hands"” or "A clown
holds a pole" 'result in intomplete bindings from the rules of SUPPORTL.
The legitimacy of such brief forms requires a default logic that in the
first case assumes that the Ground supports the clewn.at a point called
TOP of the ground. In the second case, the clown's SUPPORTPT1 for the pole
is bound to his hands and the BALPT2--for the pole-- is bound to the
BOTTOM of the pole. The verb "hold" puts a default value of "hands" on
the structure it passes to SUPPORT1 according to the following definition:

(HOLD (LAMBDA(ST) (PROG()

(PUT ST '"'SUPPORTPEl ''HANDS)
(RETURN (SUPPORT1 ST)) )))

The default logic of the verb seeks these values to bind them appropri-
ately to any—empty case arguments. The more general default values of
TOP as a missing SUPPORTPT1 and BOTTOM as a missing BALPTZ and the fact
that the object on the bottom of the heap must be supported. by the GROUND
are all supplied just prior to constructing a picture frame.

The result of SUPPORT1 is to create a process model of the following
form:

(Ci TOK balance, GLOBAL (...),INIT(...),INTER(...)

RESULT (...))

The value of the attribute, GLOBAL is a quoted set of (PUT X Y Z) which &te
true at all times in the model. INIT 4s the set of relations true dt the
initial state of time in the model, INTER 1s those for the intermediate
states, and RESULT 1s the set for the final state. When a function -PRAG
for Pragmatics evaluates one of these attributes, the result is to evaluate

these PUT functions to produce a semantic network representing the state of
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affairs at a given instant of time. The semantic relations are translated
to ATTACH 4-tuples which then generate a picture of the state. Successive
pictures are obtained by calling PRAG repeatedly for INITial, INTERmediate,
and RESULT states.

For the examples of the SUPPORT1 verb, only the GLOBAL attribute is
given values as follows:

cl...,"GLOBAL(LIST ("PUT TH1 "SUPPORT TH2)

(""PUT TH2 "SUPPORTBY TH1)

("PUT TH1 "SUPPORTPT SUPPORTPT1)

("PUT TH2 "BALPT BALPT2) )
Initial, Intermediate and Result states are null since the verb simply
describes a static state.

The verb MOVE* is more.complex and more interesting. Let us assume
as input the -semtence, "A clown on his head s8ails from 'Como to Menaggio'
Wheh the parser has completed its VP the semantlc structure.is as follows:
(abbreviated to the portion relevant to—this discussion.)

(C1 TOK CLOWN, BALPT HEADXY, SIZE 3)

(C3 TOK SAIL, SUBJ Cl, COMPS (C4 C5), TENSE PAST)

(C4 TOK COMO,...,PREP FROM)

(C5 TOK MENAGGIQ, ..., PREP TO)

At this point VP calls’ (SAIL C3). SAIL is defined as fqllows:

(SAIL (LAMBDA(ST) (PROG()

(PUT ST "MEDIUM ""WATER)
(PUT ST "VEHICLE "BOAT)
(RETURN(MOVE* ST)) )))

That 1s, SAIL implies a movement of:a boat on water and so passes this



Information to MOVE* which may have to use it to bind its case roles of
MEDIUM and VEHICLE which in fact are not mentioned explicitly in the
example sentence.

MOVE* binds the arguments Agent, THeme, VEHICLe, Source, Goal, and
MEDiusk by sorting out the information contained in SUBJ, OBJ and COMPS
by the following rules:

ANIM (SUBJ) + A + SUBJ

FORCE (SUBJ) »> I « SUBJ

VEHIC (SUBJ) - VEHIC « SUBJ

~ VEHIC A\ VEHIC (OBJ) > VEHIC < OBJ

MEDIUM (0OBJ) —» MED « OBJ

OBJ -~ TH « OBJ
FOR EACH COMP

~ MED A INV ON_\V THROUGH A MEDIUM(COMP) - MED <« COMP

n VEHIC A IN V ON V WITH A VEHIC(COMP) + VEHIC < COMP

~ S A FROM A PLACE(COMP) + S < COMP

~ G A TO A PLACE(COMP) + G « COMP

T + PRINT (LIST "UNDEFINED-COMP: -COMP)

DEFAULT:

n VEHIC -+ VEHIC « (GET ST VEHIC); ~ § + S «+ (MAKETOK "POINT)

n MED + MED <« (GET ST MEDIUM) ; ~ G + G <« (MAKETOK "POINT)

This definition of the conditions for MOVE* is still incomplete
except for the verb '"sail" and will be modified with further experience.

Having bound the role variables, MOVE* creates a process model by

assigning to ST, sets of values for the attributes GLOBAL, INITial,

INTERmediate, and. RESULT.
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For GLOBAL conditioms,

(AND I (PUT S "SUPPORT I) (BUT MED “SUPPORT VEHIC)
(PUT' I "SUPPORTBY S) ) (PUT VERIC "SUPPORTBY MED)
(AND A TH (PUT A "LEFIOF TH) (PUT VEHIC "“SUPPORT A)
(PUT TH "RIGHT OF A)) (PUT A "SUPPORTBY VEHIC)
(AND A (PUT VEHIC "SUPPORT A)) (PUT MED "LEFTOF G)
(AND TH (NULL A) (PUT VEHIC "SUPPORT TH)) (PUT MED “RIGHTOF S)
For INITIAL,

(PUT VEHIC "RIGHTOF S)

(PUT S "LEFTOF VEHIC)
For INTERmediate,

(REMPRQP VEHIC “"RIGHTOF)

(REMPRO? S "LEFTOF)

(PUT VEHIC "BEIWEEN (S G) )
For RESULT,

(REMPROP VEHIC "BETWEEN) (PUT G "RIGHTOF VEHIC)

(PUT VEHIC "LEFTOF G)
Fifg. 3 shows these states in the form of a process model,
When this process model, C3, is evaluated, the function PRAG is called with
the arguments C3 and either INIT, INTER, or RESULT. PRAG will first inter-
pret the GLOBAL attribute causing the state represented on the property
lists for Tokens of clown, boat, etc. to be changed. It will then make
the changes indicated by the PUTs which are additions, and the REMPROPs
which are deletions. 1If PRAG i8 called three times in succession for INIT,
INTER, and RESULT, three successive states are created to show the pro-
gression of the process from start to finish. After PRAG has been called
the support points and balance points are all defaulted as necessary to TOPs

and BOTTOMs by the function that calls the GRAPHICS system. Thisg function



GLOBAL:

t

EFTOF

{

SUPPORT

INIT:

PUT VEHIC "RIGHTOF S

INTER:

REMPROP VEHIC '"RIGHTOF

RESULT:

PUT VEHIC "LEFTIOF G

Figure 3. PRocess Model For MOVE*
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also establishes horizontal contact points for BETWEEN, RIGHTOF and

LEFTOF.

VI Semantics of Scenes

A scene is composed of a set of Pictures related to each other by
adjacency and Support relations including thelr points of contact. A
picture is a LOGO display program that when called with a given start
point and heading of the display turtle or cursor will construct a two
dimensional line drawing. A square can be drawn by the following sequence
of operations. (See Papert 1972.)

PENDOWN, FORWARD 20, RIGHT 90, FORWARD 20, RIGHT 90,

FORWARD 20, RIGHT 90, FORWARD 20, RIGHT 90, PENUP.
The last "RIGHT 90" restores the cursor to its original heading. FORWARD
and BACK are vector making functions that draw a vector from the current
xy point of the curser a given number of units in the direction the cursor
is aimed. The language uses functions with arguments and may create and
call subroutines. Square may be defined as

SQUARE :SIZE: FORWARD 'SIZE,.....ETC.

If a triangle has also been defined, we can then define:

HOUSE :SIZE; SQUARE!SIZE; FORWARD.SIZE; TRIANGLE:.SIZE;

It is the convenience and simplicity.of these LOGO conventions that
convinced me that drawing pictures from sentences would not add any Breat
complexity to a basic language analysis system.. LOGO offers many additional
features as a language for teaching programming skills to non-mathematically

oriented users and one of the most important of these may be as a parenthegis-

free form of LISP.



37
In our use of LOGO graphics, we-consider that a picture has a name,
a program to draw it, a cursor startpoint.value; a heading, a size, a
frame of minimum and maximum X and Y coordinates, a center of gravity and
coordinates associated with any points on it that we need to refer to, such
as feet, hands, head, top, bottom, etc.
CLOWN EXPR (LAMBDA .()...)
SIZE 1
STARTPT (XY)
HEADING  NBR

PFRAME (MIN X, MAX X, MIN Y, MAX Y)

CG (XY)
HEAD (XY)
FEET (XY)

BOTTOM (XY)

All of the XY coordinates designated in a picture structure are relative
to the startpoint, heading and size. If we set the startpoint to a given
value, say 500, 0; the clown will be drawn from the bottom center of the
screen. 1f we set HEADING to 90, it will be drawn on its side. If we
change size to 2 each vector composing the picture will be twice as long.

If we wish to translate the clown to the right 50 units, 50 is added
to the X coordinate of the startpoint. IF we wish to méve it up, a
number i1s added to the Y coordinate of the startpoint. If we Wwish to
rotate it onto its head with its head at 500,100 life is more difficult.
We must use trigonometric functions to compute a heading value and a

location of the startpoint that will achieve this result. A function



called ORIENT* takes as arguments an object, its balance point, and a
reference point.

(ORLENT* CLOWN, HEADXY, (500,100))

This function adjusts the startpoint and headimg so that the head of the
clown will be at (500,100) with the center: of gravity above the point.
Similar adjustments are made to the PFRAME values to translate and rotate
the imaginary picture frame defined by the XY extremals.

To assemble a set of pictures into 'a scene, the bottom picture is
assigned an XY startpoint and heading. Each picture it supports is
translated and rotated to result in adjustments to startpoint, heading and
pframe values. Each picture beside it is similarly adjuskted until a
scene is completed by accounting for all its pictures. At this point, the
scene is scaled to the size of the display screen, and the picture drawing
programs are.executed.

The PFRAME concept developed by Gordon Novak and Mike Smjith is very
helpful as a computational abbreviation for.the program that draws the
picture. The PFRAME attribute has a minimum x, maximum x, minimum y,
maximum y as four points that define a rectangle that surrounds the extreme
points of the picture. When the picture is programmed these are assigned
by hand with reference to whatever startpoint and heading were used. The
plcture as defined 1s taken as size 1. Whenever the picture 1s translated
or rotated the values of PFRAME, STARTPT apnd HEADING are adjusted accerdingly.
As each pair of pictures are combined into a scene, a PFRAME is computed
for the scene. The final PFRAME for the entire scene is adjusted to the
size of the screen with appropriate scalirg of the size values of its

component pictures.
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A frequent use of PFRAMES is to find default values for TOP, BOTTOM,
LEFTSIDE and RIGHTSIDE as contact points between pairs of pictures.
Detailed descriptions of these processes are .not particularly relevant to
this paper's goal of presentipg an easily computable syntactic-semantic
scheme for subsets of English but will be presented in forthcoming papers

by Bennett-Novak and by Michael Smith.

VII CONCLUDING DISCUSSION

In previous sections the terms "process model", 'skit", "scene" and
"pframe'" have been used to describe very limited structures of verb and
noun semantics. This usage is in contrast to the much broader ideas
assoclated with "scripts", "frames' etc. which are typically used to
degcribe worlds of vision and belief systems. Example process models
for "support" and -"move" have been described and applied to the task of
organizing imagee into scenes. Nouns such as "clown", "dock”, "pedestal",
etc. have been represented as programs that construct line drawings.
Adjectives have been used to communicate variations In eize, and adverbs
to! indicate angles. Other nouns, such as "top", "bottom", "edge" etc.
are defined as functions that reference pjrticular x-y coordinates of a
picture.

Nouns such as "circus", "party", "ballgame" etc. have not yet been
attempted. They imply partially ordered sete of process models and are the
most exciting next step in this research. More complex verbs like "return"
or "make a roundtrip" imply a sequence of interacting process models. Thus,

"a clown sailed from the lighthouse to the dock and retirned by bus" offers
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interesting problems in discovering the srguments for MOVE*-return as well as
in the design of a higher level process model whose intermediate conditions
include the models of MOVE*-gail and MOVE*-return.

We have also noticed that the semantic network that is praduced as a
result of semantic analysis can be seen as a problem graph by the functions
that organize images and it is apparent that as these graphs come to contain
larger numbers of images, it will be necessary to develop graph searching
strategies along the lines of ordinary problem solvers. Our flrst experiment
in this lithe will be to semantically analyze:the missionaries and cannibals
problem and illustrate the solution.

As 1t stands, the CLOWNS system has served as a vehicle for developing
and expressing our ideas of how to construct a tightly integrated language
processing system that provides a clearcut syntactic stage with coordinate
semantic processing introduced to reduce ambiguity. Twd stages of semantic
processing are apparent; the first is the use of prepositions and verbs to
make explicit’ the geometric relations of "support", "leftof" etc. among the
objects symbolized by the nouns; the second 1s the transformation of these
geometric relations into connected sets 0of x~y coordinates that camn be dis-
played as a scene. Schank's notion of primitive actions is reflected in our
approach to programming high level verbs such as MOVE* to encompass the idea
of motion carried in verbs such as "saill', 'ride", etc. Woads' ATN approach
to syntactic analysie 18 central to this system and in sharp contrast to the
approach of Schank and Riesbéck who attempt to minimize formal syntactic
processing. Our process model reflects the ideas developed by Hendrix in

his development of a logical structure for English semantics.
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The system is not limited to its present grammar nor to its present
vocabulary of images. Picture programs to comstruct ddditional objects are
easily constructed and the semantic routines for additional verbs and prepo-
sitions can be defined f« the system with relative ease. We hope in the
near future to illustrate the following sentence:

"One of the first plants to appear ¢n a newly formed volcanic island is
the stately and graceful coconut palm." . This will involve programming the
verbs, "appear”, "farm", "grow", and programming pictures of plants, coconut
palms and islands. Very interesting problems are apparent in understanding
and representing the ideas of "first'" and "new" as well ag in the relation
between "plants" and "coconut palms'.

The system has been used successfully to communicate methods for natural
language computation to graduate students and to undergraduates. It appears
to have immediate possibilities for teaching the structure of English, for
teaching precision of English expression, and for teaching foreign languages
through pictures. Eventually it may be useful in confjunction with very good
graphic systems for generating animated 1llustrations for picturable- text.

In my mind CLOWNS shows tht power and value of the microworld approach
to the study of Artificial Intelligence. By narrowing ome's focus to a tiny
world that can be completely described, one can define a subset of English
in great depth. This 1s in comtrast to the study of text where the situations
described are so complex as to forbid exhaustive analyeis. The tranmslation
into a visualized microworld provides an immediate display in a two-dimensional
language of the interpretations dictated by the .syntactic and semantic systems

and thus a sclentific measuring instrument for the accuracy of the interpre-

tation.
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APPENDIX

CLOWNS
PROGRAMMFC BY Re. SIMMONS ANC BY 5, BENNETT&NOVaK

AFTER SOME CONTROL FUNCTTONS THF PRINTAUT SHCWS THE
GRAMMAR, THE LFXICON, THE FUNCTIONS THAT DRAW PICTURES
v THE SEMANTIC FUNCTIONS AGSOCTATED WITH WORDSy THEN
THE RASIC GRARHIC FUNCTTONS APPROXIMATING LOGC EAUIV-
ALENTSs AND FINALLY THE DFEP, SEMANTIC FUNCTIOGNRSTFER

COMBINING AND ASSEMABLTING DRAWINAS INTO §CENES.
TRE PROGRAM IS IN UTLYSP FOR ¢cnC EQUIPMENT
AND™ TS WRITTEN TC INTERFACF WITH AN IMLAC nISPLAY,

THIS 1S THE SET OF CONTROL FUNCTIONS, DRAW, PRAG ETC.
DRAW TAKES THF sENTEhCE S INPUT,.,.. LATER PRAG, PREPRAG
MAKE SFMANTIC AFTWORK TO RFPRFSENT THF MEANIAGJOF THF
SENTENCE ANC cALL THE CEFP SEMARTTC FUNCTIONS ~ TO DRaw 1T 4
(IS (LAMBDA(ST) ST))
vA DUMMY FUNECTION FOR THF VEFRR ZIS¢
(GETOK {LAMRDA (ST PROP) (GET(GFT ST =10k)PROP) )
vAN TNDIRECT GET FUNCTIOwny

(DRAW (LAMBDA (SATC) (PROG(TOKS VTOKS J FNC B VE)
(COND ( (NULL (SETQ J(PiRSF SMTE)Y) (RETURN NI() )
(SEPTCKS) -

(PREPRAG VTCKS)
(SHCW TOKS)

(PRAG VB SINIT) (CRAWFIX TOKS). (PRINT =(NEXT CR DNONE>))
(PRAG VR = IANTER) (PRINT S(NEXT OR poONE2))
(CONDU(EG(SETG J (REAN)) SNMEXT) (DRAWPIX -TCKS))

((EQ J =NONE) (RETIIRM ZALLCANEY)Y )
(PRAG VB =ZafFSULT) (PRIAT Z(NEXT OR NONE2)).
(COND ((En (SETQ J(REAN)) SNFXT) (NRAWPIX TOKS))
((En /s SOONE) (RFETURN ZALLDONE)) )
¥ 1)

(DRAWPTX (LAMRNA(TOKS) (PRAG ()
(LINTT)Y
(MAKFAR)
(CAMPICS)
1)) -
LSEPARATE TOks TRTO VTCKks AND NTCKS:TOKSI
(SEPTOKS (LAMANA () (PRCG (TxS)

(RETQ TKS TCKS)

(SETQ TOks NTL)

A (COND((GET(CAR TKS) =TFNSE) (SETR VTOKS(CON] (CaAP TKS)

VTOKS)) )
((GETOBICAR TKS)ZPICT) (SETQ TOKS (CONS (CAR TKS).TOks))
(COMD ((SETHTPKSI(CCR Txs)) (GO A))
(T(RETLRN NILY)

Y )
VAPPL IFES PRAG TO EMBEDOLEN cLANSFS USTNR |LIST VTNKSY
(PREPRAG (LAVMRDA (LST) (FROA (TENSE)

(SETQ LST(FFFACE VB 1.&T))

(COND((NULL LST) (RETURN NIL) )
R (SETQ TENSFE (GET(CAR L&aT) STENSF))
(CONR ((EGC TENSE SPRES) (PRAR(CAR LST), ZINTER)Y)

((EQ TENSE Z=PAST)(PRAR(CAR LST) =ZmESULT)Y) )

(CAND((SFTO |LST(COR LST)) (ac R) )

))
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)M

+APPLIES THE PROCESS MODFL OF A VERB To 1TSS ARGUMENTS
PROP 1S INIT, TNTERs RESINT o
(PRAG (LLAMBDA (ST PROP) (FRNG (6 L)

(COND L (NULL (SETR G(GFT ST PrdP))) (RETURN NIL)) )
A (EVAL (CAR &)

(CONDA (SETR G(CDR GY) (G0 Ay )
}))

¢ATN GRAMMAR STARTS HERE, MAIN NODES ARE NPsPP.
VG4VPsNCLAUSE AND CLAUSFE wHICH 1§ THE TOPW
(DEF INE® =(
(NP(CAT ART T (SETR CET(GRETF DETY) (TO NP1))
(CAT PRON T(SETR HD(ANTEC # GLST))(TO NP2))
(TST Ok T (SFTR DET SINDFFI-(HOP NPL1))
(NP) (CAT ADJU T (SETR MOD (APPFNPN(GETR MOD) (LIST #)))
(Yo NP1
(CAT N T(SETR HD (MAKFETOK #)) (SETG GLST(CONS * GLST)9
(PUT(GFTR HD) ZDET (GETR DETY)
(PUT(GETR HN)Y =MAp (GETR MUDY)
(TO NP2) ") )
(CAT PPRON TH(TO NRPL)Y 1))
(NP2 (PAP (GETR HD) (PUTMONSG (GFTR HD)) 1))

(PP(CAT PREP(NCT(GET(NEXT) =V))
(SETR PREP (APFEND(GFTR PREP) (LIST #)))
(TO PP)Y )
(PUSH NP (GETR PREP) (PUT # SIPREP(GFETR PRER)) (KOP PP1)))
(PPY (TST TPPV(GETR VCOANTRNL)
(SETR VCONTROL NIL)
(SETR wWn #) (HOPIFP2) )
(TST TPP1(SETR J(PREPMATCH # (CDR GLST)))
(SETR wn *) (TO PP2) )
(PP2 (POP(GETR kD) (OR(SETR RPEP NMIL) Ty )

(VG ECAT AUX SNTC(SETR AUX (APPRENN(GETR AUX) (LIST #)))
(LIFTR AUX(GETR AUX))Y (TO vG))
(CAT ADVB:- sNTC(SETR VMON(APPENC(GETR VMOD) (LIST #)))
(T0 VG)) ,
(CAT V T (HOP VVD))
(TsT VAUX (GETR AUX)
(SETR V (LAST(GETa AUX)Y))
(SETR HN (VAKETOK(GETR V)))
(GETOG GLST (CONS (GFTR V) GLST))
(HOP VGY) ))
WY1 (TST vy T(SETR V #) (SETR HD (MAKETOK #))
(SETQ aLST(CONS # 51 STy) (TO, VGY) )
(VE1(CAT Apve T(SETR VMON(ARPPENN(GETR yMOD) (LIST #)))
(T0 val))
(TST OK(OR(ANDI(SFETN J (GETR AUX))
(SEFTR TENSE (T (CAR J) STENSE)) )
(SETR TENSE(GFT(GETR V ) STENSE)) 1)
(PUT(GFTR HD) Z=TENSFE (RETR TENSE))
(PUT(GETR HD) ZAUX (GFTR AUX))
(LIFTR AUX(GETR alJX))
(PUT(GETR HE) SymAD (GFTR VMon))
(HOP VvG2) )
(VE2{(POP (GFTR HD) T))
(VP (PUSH VG SNTC (SETR V #y(Tn VP1)) )



(VPL(PUSKH NP .SNTC(SETR OR, #) (PUT(GETR V) E=SURJ (GETR SUB) 47
(PUT(GETR V) E0BJ (GETR nBJ)) (Tn vP2))
(TST TVP1 (AND(QR(GETR neL) (GET(LAST (RETR AUXJy EBE))
(GET(GET(GETR V) =TOK)ZED))
(SETR PASV T)(SETR OpJ (GETR SWBJ))
(SETR SURJ MIL) (HOP VPR2))
(TST TVP2 T(HOP VP2) ))

(VP2 (PSK PP (AND(GETR PASV) (GET # ZBY) (SENDR VCONTROL T)3
(SETR SUBJ #) (PUT (GETR V) Z08J (GETR ORJ))
(PUT(GETR V) ZSURJ (GFTR SUBUY)Y ITO VP2))

(PUSH DCLAUSE(SENDR ncL T) (TC VP2))
(POP(GETR V) (PUT(GETR V) =SURJ (GETR SUBY)) )

(DCLAUSE (RUSH FP (GET # zpREP) (SETR Hp #) (TO D4&))
(PUSK RELCONJ (CAT ZRCONJ) (SETR HR #) (TO D4))
(CAT RPRON T(SETR sUBJ (ANTEC # GLST))
(SENDR SUBg (GETR sug) Yy (To O1)y)
(CAT V(QOR(GETF ED) (@FTF TING)) (HOP D2))
(CAT PREP (AND (GETF TO) (GET(NEXT) =V) (SCANXT)) (HOP D2)))
(D2(TST D2 T(SETR. SUBJ(VRMATCH & GLST))
(SENNR SUBJ(GETR sUBJ)) (KOP D21) )
(P21 (PUSK VP (SENDR DCL T) (SETR HC #) (HOP D3) )
(D1 (PUSH PRONCLAUSE T(wOP N3) ))
03 (TST TDIAI(GETR SURJ) (SFTR HD #)
((GET # ZTOK) #)y SEMANTICS OF VERBv
(PUT(GFTR SUBJ) =SMON (CONS &« (GET(GETR SUBY) =sMnNy))
(TO0 £s)y )

1TST TD31 T(SETO KHOLD(cONS # ROLD)Y) (TO D&Y )
(D& (PORP(GETR WY T))

(PROACIAUSE (PUSH. VP (SENPR DCL. T) (SETR HD #)
(PUT .# ZSqURJ(GETR SURJY) (TO PR3) )
(PUSK NP TISETR 0OR) (GETR SUBJ)) (SETR SURy #)
(TO_PRYY )
(PRI (PUSH DCLALSE T(SEADP NDCL TY(SETR WD #)
(SETR DCL T) (Tn PRY) )
(PUSKH VG T(SETR HD %, (pUT # =gUB (GFTR SUBY))
(PUT # S0my (GFTP 0BJY) (10O PRZ)Y )
(PR2(PUSKh DCLALSE. T (TQ PR2) )
(TST ' TPR?. (TO PR3IY )
(PRI(POP(GETR kD) T))

(CLAUSE (PUSH NP SNTC. ({SETR SURJ )
(SETR KD #)(T0 cly )
(PUSH nCLAUSE SNTC (SETR MD #) (TO CLAUSE))Y
(TST CLI(GETR KD) (NMOP C1) )
(CT(TST CT1' (UNHOLD) (HOP ¢1) )
(eUsH DCLAUSE SNTC (Tm 1) )
(RUSH VR (SENDR SUBJ (GETR SUBJY)) (SEFTR HD. &y
((GET # =TnK) #)(T0 C2) )
(POP (GETR kD) (NULL SNTE) ))
(C2(POP(GETR HD)Y T))

(RELCONJ(CAT RCONJ SATC (SFTR REONJ #).(To R1) )

(R) (PUSH DCLAUSE T(SETR Hn #) (HOF R2) )
(PUSH CLAUSE SNTC (SETR HD #§ (HOP Rn2)

(R2 (POP(GETR-HC) (PUT # =renNJ (GETR RCONY

) =GR1)
(REMOB =TOY

1)
1) )

vA SHORT LEXTCCN IN THE FORM OF i PROPERTY LIST



STRUCTURE EXCEPT THAT (GFT STHE ZART) RETURNS ZTHE

(LEXTICON =(

(THE ART (DET OFF) (NBR (®ING PLY))

(A ART (DET INCEF) (NBR (SING)))

(AN ART (DET INDEF) (MNBR (STING)))

(BTG ADJ (SIzE 7) (CLASS s17E))

(LARGE ADJ (sTZE 6) (CLASS SIZE))

(LITTLE ADU_ (SIZE 3)(CLAgs SIZE))

(SMALL ADJ (SI2E 4) (CLASS <TZF))

(1§ aUX (TENSE PRES) (BE T))

(WAS AX (TENSE PAST) (RE T))

(WERE AUX (TENSE PAST) (BF T) (NBr (PL))Y)

(BY PREP (BY T))

(BESIDE PREP (CANON RIGHTNHF))

(To PREP (TO T))

(IN. PREP (CANON ON))

(ON PREP (CANUN ON))

(WITH PREP~(CANON ON))

(Foom_PREP (ANON FROM)Y)

(THROUGH PREP. (MEDIUM T))

(ACRQSs FREP (MEDIUM T))

(CLOWN N (NBR SING) (KFANDS T) (HEAD T)(FEET T)(PERS T)
(PICT T) (ANIM T) (ARM T) (ARMS T))

(PEDESTAL N (NBR SING) (Tnp T) (BASE T) (PICT T))
(TO PREP (G6.T))

(FROM PREP (g 1))

(HFAD N (NBR SING) (PART T))

(NOSE N (NBR <ING) (PART T))

(POLE N (PICT T) (NBR SING))

(HEAD N (NBR SING) (PART T))

(FFET N (NBR PL)(PART Ty

(ARM N (NBR"QING) (PART T))

(ARMS N (NBR PL) (PART 1))

(TOP W' (NBR SING) (PART Ty (NREL T))

(BASF N (NBR SING) (PART T) (NRFL T))

(SIDE N (NBR SING) (PART T)I(NRFL T))

(BALANCE V (TFENSE PRES) (INF Ty (RRePS (ON WITKH IN)) )
(BALANCES V (TENSE, PRES) (PREPS. (ON WITH IN)) )
(BALANCING V (TENSE PREs) (ING T) (PREPS (ON WITH IN))
(BALANCER V (TENSE PAST) (EN T) (PRFPS (aN WITK TIr))
(SUPPORT V (TFASE PRES) (TMNF T) (PREPS (ON WITH)) )
(SUPPORTS V (TENSE PRES) (PREPS (CN WITH)) )
(SHPPORTED V (TENSE PASTY (FD T) (PREPS (OnN WITH))Y )
(SUPPORTING Vi (TENSE. PRES) {ING T) (PREPS (ON WITH)) )

(SATLING ¥ (TENSE PRES) (TNG T) (PREPS (TO FROM THROUGH ACROSS IN))
(SAILED V- (TENSFE PAST)Y (En T) (PRFPS (TO FROM THRNAUGH ACROSS TN))
(SATLS ™ (TENSE PRL5) (PRFPS (TO FROM THROUGH ACROS TN ACROSS))

(SATL. V (TENSF PRES) (PREPS (TO FROM THROUGH ACROSS IN))

THOLR vV (TENSE PRES) (INF T) (PREPS (IN WITH)))
(HOLDS V (TENSE PRES) (PRePs (IN WITH)))

(HELD V (TENSE PAST) (EL T) (PRFPs (IN WITH)))
(HOLNING V (TENSE PRES) (INAs T) (PREPS (IN WITH)))
(WHICHARPRON (SING T) (App (SING PL)))

(THAT  RPRON (NBR (SING PLY)Y )

(WHO RPRON (NBR (SING PL)Y) (PERT T))

(IT PRON (NBR (SINGL) )

(1ITS PPRON (NRR (SING )))

{HTS PPRON (NRR (SING)) (RPERS T))

(HER PPRON (NRR (SING)) (PERS T))

(HF PHON INBR (SING)) (PEps T

(SHE PROK (NRR (SING)) (PFRS T)y)

)
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(THEY PRON (NBR (PL)) (PERS X))

(WHILE RCONJ (TIME SAME))

(BEFORE RCONJ (TIME FIRST))

(POINT N (LOC TYI(PICT T))

{(WIND N (NBR SING) (PICT T)(FQRCE T))

(BOAT N (NBR SING) (PICT T)(VERIC T) (RMEDIUM WATER))
(DOCK N (NBR SING)(PICT TV

(LYGHTHOUSE N (NBR 'SINGY(PICT Ty)

(WATER N (NBR SING)(PICT TY(MEDIUM Ty (DVEHIC BOAT))
(AFTER RCONJ (TIME LATER)Y)

IRRR R

(SETQ TOKS NTL)

(SETO vB NIL) (SETW FOC NTL)

(DEFINE =
+THE FOLLOWING FUNCTIONS NEFINE THE PICTURES USFED BY
THE SYSTEM
+
DRAW A PEDESTAL v
(PFDESTAL (LAMBNA (SIZEY (PROG ()
(PUSHSCALE-gYZE)
(PENDOWN)
(VECT 2D 2n) (RIGHT 80y (FQORW 30) (VFCT 20 20)
(BACK 70) (LEFT 90)
(PENUP)
(POPSCALE) }))
vDRAW A POLEs
(POLE (LAMBDA (SI2E) (PRCG ()
(PUSHSCALE SIZE)
(PENDOWN) (FORW 10) (RACK B) (RIGHT Q0) (FORW &0)
(LEFT 90) (FORW 5) {(RACK 10) (PENUP)
(POPSCALF) ) )
+
INITIALIZE STUFF FOR CLOWN AND PEDESTAL . $
(CLOWNINIT (LAMBDA () (PRNG ()
(PUTRELS Z(POINT STARTFT (0 0) STARTORTENT 0
PFRAME (0 0 0 o) PSCALE 1| DRAWPROG POINT CG o ))
(PUTRELS Z(CLOWN STARTRT (14 0) STARTORIENT 0
PFRANE (0 S0 0 68) PSCALFE 1 BOTTOM (25 0) TOP {25 6a)
RFOOT (14 0) LFOOT (3% 0) FEET (25 0)
DRAWPROG CLOWN
RARM (0 34) LARM (Bn 34) HFAD (25 6R)
HANDS (25 134) ARM (0 34) ARMS (25 34)
Cs (25 38) )]
(PUTRELS .S (POLE STARTPT (0 0) STARTORIENT 19
PFRAME 8 60 o0 10) PSCALE ) BnTYOM (39 4,5) TOP (30 5,5)
RASE (30 445) C6 (30 8) TIP (n 5) DRAWPROG POLE))
(PUTRELS Z(PEDESTAL STARTPT (0 A) STARTORIENT O
PFRAME (0 70 0 20) PSCaLF 1 BoTTUM (o 35) TP (35 20)
BASE (35 0) CG (3% 8) DNRAWPROG PEDESTAL))
(PUTRELS S(BOAT STARTPT (0 0) STARTORIENT O
PFRAME (0 150 0 20) PSCALE 1 NRAWPROG BOAT

BOTTOM (75 0) TOP (75 €n) LEFTQINE (0 1A) RIGHTSIDE (150 1)
CG- (75 10) )

(PUTRELS Z(WATER STARTFT (0 0) STARTARTENT 0
PFRAME (0 S5an 0 S5) PSCALF 1 NRAWPROG WATER

BOTTOM (250 0) TOP (250 %) LEFTSIDE (0 3) RIGHTSIDE (500 2
C6 (250 4) )

(PUTRELS =(DOCK STARTPT (n r) STARTDRIFENT O



50
PERAME (0 100 O 30) PSCALE 1 DrRAWPROG DO K .
ROTTOM (50.0) TOP (50 3n) LEFTSINE (o 15) RIGHTSIDE (100 1%)

CG (50 25) 1))

(PITRELS S(LIGHTHOUSE STARTPT (p- 0) STARTORIENT 0
PFRAME (0 100 0 350) PSCALF 1 DRAWPRNG LIGHTHOUSE
ROTTOM (50 0) TOP (50 35n) LEFTSIDE (0 175) RIGHTSIPE (100 175)
Ca (56 175) )
1Y)
¥+

A PITIFUL EXCUSE FOR A CLNWHNe MORE LYKE THE TIN WOODMAN OF
THF WIZARD OF CZ. v
CLOWN (LAMBDA (SIZE) (PRNA6 ()
(PUSHSCALE &17E)
TPENDOWN) :
(RECT 2 B8) (POS 2 4) (RFCT 18 4) (PN 18 =2)
(RECT 2B 18) (POS 28 6) (RECT 4 6) (P0S & =2)
(RECT 8 10) (POS «82 Ry {(RErRT 2 8) (pOs 2 0)
(RECT 18 4) (P0OS 58 =8) (LEFT S0) (FORW 1) (RIGHT 90)
(VFCT B 6) (VECT =8 6) (LLEFT Q0) (FnApRW 1) (RIGHT 90)
(POS =12 =14) (VECT =14 «14) (LEFYT An) (FORW ?)
(LEFT 90) (FORW 2) (LEFT 90) (FORW &) (LEFT 9m
(VECT 12 12) (POS 0 18) (VECT =12 12) (RIGHT 90)
(FORW 4) (LFFT 90) (FoRAw 2) L EFT 9p) (FORW 2y (RIGHT 90n)
(VECT 14 =14) (POS =48 =?0)
(PENUP)
(POPSCALE)
)))
(WATER(LAMBQRA(STZE) (PRCG 1)
(PUSHSCALE St172F)

(PENDOWN) (VECT 10 128) (VvreT =10 125) (VECT 10 12%) (VECT «10 125)
(PENUP)Y ) ))

(POINT (LAMBDA (SIZE) NTL)Y)

(BOAT (LLAMBDA (SI7E) (PROG ()

(PUSHSCALE ST7E) (FORW 2n)

(PENDOWN) (RIGHT -9Q) (FORW 180) (VFCT =20 20) (RIGHT 18p)
(FORW 110) (VECT 20 20) (RTAHTY 90y (PENUPY ) ))

(LYGWTHOUSE (LAMRDA(STZ2F)

{PROG ()
(PLISKSCALE ST7E)
(PENNOWN) (RIGHT SG0) (FORW 1n0) (VFCT =20 =250) (LEFT 90)
(FARW S0) (LEFT 90) (VECT 2% 10) {VECT 2% =10) (LEFT 90) (FORW &n)-
(PENUP)Y (VECT .0 20) (PENDOWN).(VECT =50 =90) (PENUP) (VECT 25 0)
(PFNDOWN) (VECT 0 90) (PENUP) (VECT =50 ) (PENDCWN) (VECT S0 =on)
(PENUP)Y (VECT 0 20) (PENDQWN)Y (VECT 0 50)
(VECT 250 20) (RIGHT 18n) (PENUR) 1))

(POCK (LAMBDA (S12E) (PROG () (PUSHSCALE sTZE).
(PENDOWN) (FNRW 30)
(RIGHT 90) (FORW 100) (RIGHT 90)(FORW 3n) (RIGHT Qn0).(FORW 18).

(RIGHT 90) (FORW Z20) (LEFT 9n) (FORW 55) (ILEFT 90) (FORY 20)
(RIGHT 180) (PFAUP) 1))

BRRR

(GRAMMAR E=6R1)
(CLOWNINTT)

(SETQ LEFTOF =LEFTOF)
(SETO RIGHTOF =RIGHTCF)

YTHE FOLLOWING FUNCTICONS NEFINE ENGLISH WORDS 1IN TERMS



OF CANONICAL FORMS WHICH ARE THEMSELVES FUNCTIONS o

(QEFINE =
(RTIGHTOF (LAMRDA (N1 N2)
(COND(CAND(GET NY =PIeT) (GFT N2 EPICT)Y)
(PUT 5T SRIGHTOF TOK1) (PUT TOK) ELEFTCF ST))
) (T NIL) )
)

(FROM (|LAMBDA (NI N2) NIL))Y
(TOo (LAMBDA (N1 N2) KNIL)Y)
(LEFTOF (LAMBDA (N1 N2) (RIGHTOF N2 N1) )
(BESTOE(LAMRDA (N1 N2) (RIAHTOF Ny N2) )
(HOLNS (LAMBDA (ST) (HOLD ST) ))
(HELD (LAMBDA(ST) (HOLD ST) ))
(HOLNDING(LAMRDA(ST) (HOLD ST) )
(HGLD(LAMBDA(ST>
(PRCG () .
(PUT ST ZSUPPORTPT] ZWANDS)
(RETURN (SUPPORT1 ST))

)
)

(R ]
(aALANCE (LANMRDA(ST) (SUPPART] ST) 1))
{(BALANCES(LAMRCAISTY (SUPPNRT]I ST) )
(BALANCED (LAMBDA{(STY-(SUPPORTY ST) ))
(BALANCING(LAMRDA ({ST) (SUPPORT1 sT)
(SUPPORT (LAMRDA (ST) (SUFPARTY sT)y )
(SUPPORTS (LAMRBAXST) {SUPPART] STY) )
(SUPPORTED (LAMBDA (ST) (SUPPORT1 &7)
(SUPPORTING (LAVRBOAIST) (SUPPORTI ST)
(BALANCE (LAMRDA {ST) (SUPPORT1 ST) ) )
(BALANCES (LAMBCA(ST) (SUPPORT1 ST) ))
(BALANCING (LLAMBDA (ST) (SUPPARTY gT) "))
VALWAYS RETURNS TRUEWV
(PUTMODS (LAMADA(ST)Y (PRCG ()

(COND ((NULL (SETQ J(GET ST =MOD))) (RETURN ST) )
B (COND((NULL J) (RETURN gT)) )

{SETQ K(GET(CAR J) =CI_ASS))

(PUT ST K (GET(CAR ) X))

(SETQ J(CDR J)) (GO R)

)
)
})
1)

M
(LAST (LAMBDA (LST) (CAR(RFVERSE [ ST)) )

v "THIS IS A STATIC VERB THAT 1S THE CANONICAL FORM FOR SUPPART

BALANCEy HOLD ETCev

(SUPPORTY (LAMRDA (ST) (PROA (SUBRJ 0OBJ PMON VMOD TH) TH2

BALPTY BALPT2 SUPPORTPTY SUPPCRTPT2 J TOK COMP)
(VSFT ST

(CONDC(AND SUBJ OBJ) (SETR THY SUBJ)Y (SETG THZ2 QRJ))

(SUBJ(SETQ TkZ SURJ)Y)
(OBJ(SETQ .THZ CRJ))Y )

V1 COND( (NULL YMODINTIL)
((SETA J(CAR VVON)) (PUT TH2

(GET J =CLASS) (GET JU(GETJ SCLASS))

(SETG VMOD (cDR VMOD)) (60 V1) )
P1 (COND((NULL PMOD) (GO NFEFAULTY))

(SETQR COMP(CAR PMOD) ) (SETQ PMOP(COR EMON))

(COND ({SETC PREP(GET cOMP =PREP)) (SETA PREP(CAR

(SETQ TOK(GET ComMe 3TOK))
(COND ( (AND

(SETEC TH1. ¢Qupy )

PREP))
(NULL TH1) (GFT TOk E=PICT) (MEMBER PREP (LIST

51

|}

Z0oN ZIN)))
({AND nRJ (NULL SUPPORTPTZ2) (MFMRER PREP(LIST ZIN ZoN SWITH))



(SETQ SUPPORTPTZ(BETNK THZ TOK)) ) 52
(PUT TH2 =qUPPORTPT SUPPORTPTZ) )
{ (AND (NULL OBJY) (NOLL RALPT2) (MEMBER PREP(LIST ZON ZWITH))
(SETH BALPT2(GETAK TH2 TOK)) )
(PUT TH2 ZRALPT BALPT2) )
(CAND (NULL RALPT)) (MEMBFR PREP(LIST ZON =BY))
(SETQ BALPTI(GETOK THW1l TOK)) )
(PUT TH1 ZRALPT BALPTI) .)

(T(PRINT (CONS EZ(UNACCOUNTED PMANsi3)ICONMP)Y)Y ))
(Go pl)

DEFAULT
(COND ( {ANN TH1 TH2) (PT THY =SUPPORT THZ2)
(PIUT TH2 SSUPPORTBY TwHly ))
{COND ( CAND (NULL SUPPORTPT1) (SETQ SUPPORTPTI(GET ST ZSUPPARTPT1))Y)
(SETQ SUPPARTPTI(GETOK TH1 SUPPORTPT1))
(PUT TH1 =SUPPORTPT SUPPORTPTL) )
vNOTE THIS IS A STATE VEeR SO NO PROCFSS MOLEL 1S CONSTRUCTFDV
)N
(VSET (LAMBDA (ST) (PROG ()
(SETQ SURJ(GET ST =s51RU))
(6ETO 0R.) (GET ST =nRJ))
(SETQ PMNOC (GET ST =pvOD)Y)
(SETQ VMOoD (GET ST =svmMOD))

) )
(SATL (LAMBDA(ST) (PROG ()

(PUT ST SMEDYUM ZWATER) (PUT ST =VFHIC =BoAT)
(RETURN(MOVE® ST)) ))) '

(SAILS(LAMRRA (ST) (SAIL ST) )
(SATLEN(LAMBNA(ST) (SAIL <T) ))
(SATLING(LAMRDA(ST) (SATL ST) "))

¢ THIS 1S THE CANONICAL VERR NE MDTION FOR THE SYSTEM

{MOVE® (LAMRDA (ST) (PROG (SURJ 0RJ COMP CnOMPS A TH PMon
I VERIC MEDIUM § G U)
¢SFT SUBJ NBy COMPS WITH VSET
(VSET ST)
(CoNn{ (GETOK SURJ SFORCE) (SETA T SUB JY)
((GETOK SULBJ ZANIM) (SFTQ A.SUBJY)
((GETOK SURJ EVEHIC) (SETH VEHIC suUBJY)) )
(CONRU(AND (NAT VEHIC) (GETOK 0By =VEHIC)) (SETG VEHIC 0RJY)
((GETOK ORJ SMEDILM) (gETA MEDIUM 0BJ))
(OBJ(~ETA TH 'ORJ))
JFOR EVERY CAMPLEMENTY
P1 (cOND((NULE PMOD) (GO-NnrFAULTY ))
(SETQ COMP (CAR PHMOD))
(SETQ PREP (CAR(GET GoMe =PRFP)Y))
(SETQ NHD (GFT COMP 2TO0K))
(COND { (AND (NULL VEHIC) (MEMRER PREP (LIST ZIN ZON))
(GFT NHD SVEHIC)YY (SETA VEHIC cOMP))
( CAND (NULL MEDIUM) (MEMRER RREP(1.IST ZON STHROUGH ZACRASS
ZIN)) (GET NHDSEMFNTUM)) (SETQ MEDTUM €OMP))
( (AND (NULL S) (MEMRER PREP(LIST ZFeQM Z0uUT SOEF))
(GET NHO ZFPICT)) (SETQ § COMpPy)
( (AND (NiJLL. .G) (MEMBE® PREP(LIST ZT0 =FOR))
~ (GET NHD ZPICT)) (SETQ G COMP))
(T(PRINT(LIST SUNDEFINED: CcOMP)) )
(CONN((SFTQ PMOD (CNR PMNN)Y) (GO P1) ))
DEFALLT

¢l LOOK ON NPS FOR VEHIC, MEDIUMy S o+ G (NOT PONE YET)
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2 LOOK ON VR ST TO SEE TF VEHI¢ AND MEDIUM 'WAVE BEEN PASSFNn UP
3 LOOK IN DICTTONARY FOR NORMAL MEDTIUM OR MEWIC GIVEN ONF

4 DEFAULT S AND G TO LEFT AND RIGHT SCREEN
S DEFAULTS To TOPs BOTTAM 4 LLEFTs AND RIGHTSIDF OCCUR 1IN
MAKEAR AND COMPICS
+
(COND { (AND(NyLL VEHIC) (SETH JU(GFT ST =VEHIC)))
(SETG VEWIC (MAKFTOK ) )). ,
(CONDP ( (ANDI(NULL MEDIULM) teFTQ JI(GET ST =MgDIUN)))
(SETG MEDIUM (MAKFTAK J)) )
(CONP ( (NULL "s) (SETQ S(MAKETOK ZPOINT)) ))
(CONE { (RULL G){SETQ G(MAKETOK ZPCINT)) ))
(CONDY( (AND _MERTIUM (NLLL VFHIC)H) (QETQ J(RETOK MEDYUM ZSDVEMICH)Y)
(SETEC VEHIC (NAKETOAXK J)) )) ,
(CONN( (AND VEHIC (NULL MrDTUM) (SETQ J(GETOK VERTC =DMEDIUM)))
(SETG MEDIUM(MAKETHK J)) )
vPROCESS, MODEL
PUTS: GLNBRAL CONDITINNS ON SEMANTTC NET. PUTS INTITIAL,
INTERMEDIATE AND RESULT ¢cnONDITTIONS On ST WHERE PREPRAG ANN PRAG
CAN RRING THFEM ONTOTHE NFT TO COMPOSE A PICTURE
v
GLoBabL
(AND 1 (PUT & ISUPPORT 1y (PUT I :=SUPPORTHY S))
(AND A TH (PUT A ELEFTCF TH) (PUT TH ZRIGHTOF 1))
(AND A (PUT yrFKIC =SUPPORT A) (PUT A ZSUPPORTRY VEHIC)Y)

(AND TH (NULL A) (PUT VEHTC 2SUPPCRT TH) (PUT Th =SUPPORTRY VFHIC))
(PUT VEHIC SARQVE MEDIUM)

(PUT MEDIUM zRELOW VEKRIC)

(PUT MEDIUM S| EFTOF G) (PIIT 6 =RIGHTOF MEpDTIUM)

(PUT MEDIUM =RIGHRTOF S) (PUT S Z1 EFTOF MEPTIUM)

INIT

(PUT ST SINIT (LIST(LIST =REMPRAP VEHIC =LEFTOF)
(LIST =PUT VEHIA =ZRIGHTCF $)))

INTER

(PUT ST ZINTFR(LIST(LIST =REMPRAP VEHIC =SRIGHTOF)))
RESULT

(PUT ST SRESULTALISTAILIST =PUT VEHIC SLEFTOF @))y)
(RETURN ST

)))

JHERF 1S THE PROCRUSTEAN RFD FOR PREPOSITIONS o

(INCLAMBDA (N1 N2) (ON N1 N2y )
(BY (LAMBDA (N) N2) (LEFTOF N1 N2Y ))

(WITH (LAMBDA (NI N2)
(COND C(NULL(GET N1 ZSPICTIINTL)Y
((PUT - TOK]1 =SUPPHRT STy (PUT ST =SUPPORTRY THK1))
(T NTL))
))
(ON(LAMBDA(N] N2)
(COND ((NOT(GFT N) SPIFTY)INTL)
( (AND(SFTG J(GET N1 N2))(GFT TOK) ZEUPPCRT))
(PUT TOK]1 sSaUpPPORTPT J) )
(J(RPUT ToK1l =BALPT 1))
((GET N2 ZPICT) (PROG2(PUYT ST .=gUPPORT Tok1)

(PUT TOK) SSUPPCRTRY ST)) )
(T NYLY D)
1)

vTHTS 15 THE CCNTROL FUNATION THAT SETS UP CALLS TO



PREPNSTITIONS AND THEIR ARGUMENMTS TO NETERMINE WHICH WORD
BREST QUALIFIFSs AS THE HEAN THAT 1S TO RE MODIFIED
(P CAND N)Y 718 THE CALL WHICH EVALS P WITH THE ARGUMENTS
CAND AND N, TKHTIS MODE 1€ ALSNH USED Tn CALL A VERB
IN THE GRAMMARGYG
(PREPMATCH (LAMBDA (ST LST) (PROG(N CAND © TOK1 TOX2)
(COND((SETQ P(GET ST EPREP)) (SETQ P(CAR P)) ))
(SETQ N (BFT ST ZTOK))
A (CONDC(NULL LST)Y(RETUARN NIL) ))
(SETQ CANN(CAR LST))
(SETQ TOK1L(CAR(GET CAND SU/IH))
B (CONDt (AND (GET CAND =V) (MEMBER P (GET CAND =PREPS)) )
(RETURN (PUT TOxk1 SPMON(CONS sT(GET TOK1 ZPMON))Y)) )
((EC ST TCKIV(SETR TNK1(CADNR(GET CAND 3L/1)) ) (GN R)Y )
((P AND N) (RETURM TOK1))uDO SFMANTICS nF PRFP4
(T{(SFTR LST(COR 18T)) (GN A) 1))
)))

¢THIS USE OF HCLD AND UNWALD 1S APPROXIMATELY EAUIVALENT
TO TRE wWOODS VERT ARC o

(UNHOLND (LAMBDA () (PROG ()
A (COND((NULL KOLD) (RETURN NIL))
( (GET (CAR HOLD) =PREP) (Gp P1))
((NULL (GFT (CAR KNILH) ESURY)Y) (PIIT (CAR HOLD) =eUBJ
(GF TR =SURJ)Y)
¢Dn vB SEMANTICSWY
({GET (CAR HOLN) =TnK) (CAR HOLD)).(GO P2) )
((NULL ¢(GET(CAR HQOLM) =0RJ)) (PUT (CAR HCLD)Y =0Rmy
(GETR =guRJ)) ’
«DN VB SEMANTICSY
((GET(CAR HOLN) =STOK) (CAR HOLD) Y(GC P2) )
Pl (COND((PREFMATCHI(CAR HALDY (LISTI(GETR SUB_)Y))T)
1 (PREFMATCH(CAR HNLDYGLST)T)
(T N1L))
P2 (SETQ HOLN(CDR HOLD)) (GN A)
Y

(PARSE (LAMBDA (SNTC) (PRCG (» NNSEF Hp HALD GLST LEV)
YPARSE CALLS THFE ATN BY SgETTING LEV=EL TO ZERO AND
'PUSHING TO CLAUSEw
(CLEARRFEGS REGLIST)
(SETO LFV 0)
(SETQ # (CAR SNTC))
(PRINT (PUSH SCLAUSE)Y)
(COND ( (GET # =ZDET)(SETn #¥NC #)(SETN vB zIS$))
((SET6 FOC(GFT # =qURJ)) (SETQ vR #))
((SETQ FOC(GET # =0RJ))(SETQ VR #)) )
(RETLRN (CAR Tnksg))
) )

(SHOWL{LAMBDA (TCKS)
(CcOND ((NULL TOKS)=SDANFE)
((PRINT(CAR TOksSY) (PRINT(PPROP (CAR TOKSM™)

(sHaw  (€nr TOKS))Y Yy
))

(VBMATEH (LAMREDA (VB LST)

SELECTS A NOUN WHICKH IS nMOT A PART AS AN ARCGUMFENT
FOR A VERBY

(COND ((NULL LST)NIL)

((GET (CAR:LST) =PART) (VBMATCH VR (CHR LST)) )
(TirACIGFT (AR 1 &TY =1i/T) 1y
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) |
}MAKETQK(LANRDA(WD)(PROG(J)
(SETQ JC(INTERN (GERSYM €)))
(SEYG TOKS (CONS J TGxS))
(SET J J)
(PUT WD_ZU/I(CONS J(GFT WD E18/1)))
(PUT o PKRR(GET WG ZNAR))
(RETURN (PUT J ETOK Wny)

))

+FINDS ANTECEDENTS FOR. PRONQUNS BY CHECKING PERSON
AND NUMBER,,,CLOWNS ARE <fFXLESS 4
(ANTEC (LAMBDA (FRON LST) (PRQG (CAND)

(COND( (NULL LST) (RETUBN NIL))Y )

(SETQ CAND (CTAR 'LST))

(CONDU(ANDULEN(GET PRON =PERS) (GET CAND ZPERS))
(MEMBER (GET CAND Z=NARR) (GET PRON =NBR)))
(RETURN(CAR(GET CAND =U/1))))

(T(RETURN (ANTEC PRON (CnR LSTY)Y)) )
)))

TSCANXT (LAMBDA ()
(COND ((NULL SNTCINIL)
((SETC SNTC(CER SMTC)Y) (SETQ #(CAR SATCY))
(T NTL) )
))
(NEXT (LAMBDA ()
(COND (SNTC({CAR SNTC))
(T NTL) )
))
(PPROP (LAMBDA (X) (OUTRSET (CcSR X)) 1))

vLEXTICON AND LEX1 FORM A PROPEFRTY LIST STRUCTURE FROowm
THE FORM SHOWN TN (LEXICAN (eg0))
(LEXTCON(LAMRDA (L)
(MAP L(FGUOTE (LAMBDA (1) (PROG?
(PUT(CAAR L) (CADAR L) (CAAR L))
(LEX1{CAAR L) (CDCAR L)) ))))
)))
(LEX) (_LAMBDA(W LP)
(CONDC(NULL LAY T
((PUT w (CAAR LP) (CADAR LP))
(LEXY1 W (CDR P))Y 1Y)
)
Y
v THIS FILE 1S A SET OF LISP FUNCTINNS TO SIMULATF
SOME OF THF PRIMITIVE FUNGCTIONS OF THE M IsT. LOGO
LANGUAGE AND INTERFACE TA THE GFSYS SOFTNARt FOR THg
IMLAC NISPLAY TERMINAL,

WRITTEN BY GORDON NOVAK nN . 29 MAY 74, 7

¥

GLoBal. INITIALIZATION, FNTER (.CGO) TO START TWE
SYSTEM AND RETURN TO MAINLNOP v

(LOGO (LAMBCA () (PROG (IPEN THETA STHETA CTHFTA
GLOBALS1ZE SSCALE CaCALE XTuTAL YTOTAL
THETAI SCREENXNAX &CREENYMAX CSIZE PSIZF. ITEMAD
IXTOTA. TYTOTAL PI1A0
UNIVOD PICSCL #TRACE# MASSSCL
)
(LINTT)



(MAINLOOP)Y 1))

¥
INITIALIZATIONG. ENTER (LINITY TO RE-INITIALIZE AND
START A NEW PICTURE, b
(LINYIT (LAMBDA () (PROG ()
(SETQ GLORALSTZ2E 1,0)
(CSETQ PI1AD (QUOTIEANT 3,1415026535898 1:80,0))
(SETQ CS12F 1,0)
(SETQ PSIZE NIL)
(SETQ SCREENXMAX 1023,0)
(SETQ SCREENYMAX 1023.0)
(TEREAD)
(PENUP)
(HEADING 0,0)
(RETURN) ) ))
v
NEWFRAME SENDS® COMMANDS To THE TMLAC T0O ERASE THE SCREEN
ANN PECREATEe THE FRAME =1nGO. v
(NEWFRAME , (LAMBDA () (PRNAG ()
(GOUT =ER NIL)Y
(SFTQ ITADDER 2048)

y))

W
E 1S A SHORT FQRM QOF ERASFE TO ERASE THFE SCREEN, v
(E (LAMBDA () (FRASF)))

* o
ERASE THE SCREEN AND ALL _TOKENS IN UNTVERSE CF DISCOIRSE
(ERASE (L'AMBDA. () (PROGL _(ATM)
A (CONP ({NULL UNIVODR) (a0 R)Y)
(SETQR ATM (CAR UNIVOD))
(PUT ATM “ZTMLACITEM NI
(DELTITEM ATM)
(GO A)
R (NEWFRAME)
(RETURN)
)))

v
LIST PROPERTY LIST RELATTIONS NF AN ATnMe EXCEPT PNAMF,
INFO,» AND EXPR, v
(LISTREL (LAMARDA (ATM) (PROG (X Y)
(PRINT BLANK)
(PRINT ATM)
(SETQ X (€S ATM))
A (COND ((NULIL X) (RETLRM)))
(SETH Y (CSR X))
(COND ((OR (EQ Y ZPNAMF) (EQ Y ZINFO) (EQ Y ZpXPR))
(GO RY))
(PRIN1 BLANK) (PRIN1 BRI ANK) (PRIN1 Y) (PRIN)] COLONY
(PRIN]1 BLANK)
(PRINT (CAR X))
R (SETQ £ (CDR X))
(GO A)
1))
+
TURN TURTLE HEADING TO Twg RIGHT,. "
(RTGHT (LAMBDA (N) (HEADTNG (PLUS N THETA))))

v
TURN TURTLE WEADING TO TWp LEFT, !’

(LEFT (LAMBDA (N) (HEACInNG (DIFFERENCE THETA N))Y))
&

ESTARLISKH TURTLFE HEADING., ARGUMENT I8 HEAOIANG IN

56



DEGREES CLOCKWISE FROM ‘NORTHa v 57
(HEADING (LAMBDA (TH) (PROS Oy )
{COND: ¢{OR (GREATERP Tl 3600.0) (LESSP TH =3600.0))
(ERROR. = (ARG OF HEANRING TO00 RIG)))Y)
(SETQ- THETA TH) .
A (COND ((GREATERP THETA «0,00000001) (GO B)))
tSETQ THETA (PLUS THETA 360,0))
(GO A)
B (COND ((LESSP THETA 360,0) (Gn C)))
(SETQ THETA (DIFFERENGE THETA 36040))
(GO R) ;
C (SETQ THETAT (TIMES (DYFFERENCE 90,n THETA) P1180y)
(SETN STHETA (SIN THETaT))
(SETO CTHETA (COS THETAT)), |
(SETQ SSCALE (TIMES STHETA €ST12€))
(SETQ CSCALF (TIMES CTWETA CSTZE))
(RETURN) )))

PIck THE TURTLE»S PEN UP, $
(PENUP (LAMBPDA () (SETG TPEN NIL)))

Y
PUT THE TURTLEWS PEN DOWN, v
(PENDOWN (LAMRDA () (SETQ TPEN T)))
¢
MOVE TWE TURTLE BACKWARDS "
(BACK (LAMBDA (W) (FORW (MTNUS W))))
+
MOVE THE TURTLE BY A SIGNEN-AMOUANT ¢
(MOVE (LAMBDA (W) (FORW w)))
v
GENERATE OUTPUT COMMANDS Tn THE IMLAC GIVEN THE COMMAND
wORD AND A LIST OF ARGLMFENTS. «
tGOUT (LAMBDA (COMMAND PL1IST) (PROG ()
(PRIN]1 DARROW)
(PRIN1 COMMAND)
A (COND CANULL PLISTI (TerPRRIY (RETURN)I)
(PRIN]1 BLANK)
(PRIN1 (CAR FLIST))
(SETQ PLIST (CDR PLIST)Y)
(GO A) Y

v
FORW MOVES THE TURTLE RY A SIGNED AMAUNT IN THE CURRENT
DIRECTION, IF THE PEN I& NOWN (IPEN = Ty, A VECTOR wILL
BE DRAWN. ¥
(FORW (LAMBDA (W) (PROG (X Y TX 1Y XP YP)

(SETQ X (TIMES CSCALE w))

(SETQ Y (TIMES SSCALE w))

(SETO XP (PLLS XTOTAL x))

(SETQ YP (PILLS YTOTAL v))

tCOND ((OR (LESSP XP 0), (LESSP YP n) (GREATERP XP SCREFENXMAX)

(GREATERP VP SCREENYMAX)) (ERROR = (MOVE WOULND nrD OFF
SCREEN)) (RETURNY))

(SETQ IX (IROUND (DIFFERENCF XP IXTOTAL)))

{SETO 1Y (IRCUND (DIFFFRENCE YP IYTnTAL)))

(SETQ IXTOTAL (PLUS IX IXTOTAL))

(SETQ IYTOTAL (PLUS IY YYTOTAL))

{SETQ XTOTAL XP)

(SETO YTOYAL YP)

(conp (IPEN (GOUT ZLI (LIST Ix 1Y)))

;I (GOUT =MO (LIgtT IX Ivyy))
)



IROUND ROBUNDS A NUMBER Tn THE CLCSEST INTEGER- -8
(TROUND C(LAMRDA (X)
(COND ( (MINUSP X) (FIX (NIFFERENCE ¥ 0.5)))
(T (FIX (PLUS X n,8))Y ) ))

&
POSITIAN SETS THE CURRENT POSITION OF THE TURTLF TO A SPECTFTED
VECTCR POSITIONy SUBJECT ONLY Tn THE S1Z& FACTOR GLNRALSIZF.
A VECTOR IS A LIST OF THFE (X Y) COORDINATES. "
(POSTTIUN (LAMBDA (V) (PRNG (TX 1Y)

(SETQ IX (TIMES (CAR V) 6LORA|SIZE))

(SETQ IY (TIMES (CAD® vy GLOBALSIZE))

(CONP ((OR (LESSP IX 0) (LESSP 1Y n) (GREATERP IX SCREENXMAX)

LGREATERP TY SCREENYMAX))
(ERROR = (PASITIONN IS NFF
SCREEN)) (RFTURN))Y)

(SETH XTOTAL IX)

(SETO YTOTAL 1Y)

(SETO IXTOTAL (IROUND TX))

(SETQ IYTOTAL (IROUND 1tVY))

(GOUT =MT (LIST IXTOTAI tYTNTAL)Y) YY)
v
SCALE SETS A LOCAL SCALE (TN ADNITION TO-GLORALSIZE), AND maY
BE USED TO SFT THE SIZF OF SOMETHING YO RE DRAWN WITHOUT
MULTIPLYING FVERYTHING OUT, v
(SCALE (LAMBpDA (S) (PRCG ()

(SETQ CS12F (TIMES S GILNRHALSIZE)Y)

(SETQ SSCALE (TIMES STHETA €S1Ze))

(SFTn CSCALF (TIMES CTHFTA CSTZF))
)))

¥
PUSHSCALE PUSHES DOWN THF CURREMT SCALE AND SETe THE CURRFMT
SCALFE FACTOR TC THE SPECIFTED VALUEs THE COMPLEMENTARY

ROUTINE POPScALE WILL RESTORE THE SCALF TO TrE PREVINUS
VALUE » W+

(PUSHSCALE (LAavBDA (S) (PROG ()
(SETH PSIZF (CONS CS1ZFr RSIZE)) (ScALE S) 1))
+
POPSCALE WIL{ RESTORE THF <CALE FACTOR TO THE PREVIOUS
VALUE SAVED RY PUSHSCALE, v
(PNPSCALE (LamMBDA {) (PRnrg ()
(CONN ((NULL PSIZE) (SCALF 1.0) (RETURN)))
(SETN CSIZE (CAR PSIZE)H) ‘
{SETQ SSCALF (TIMES STWETA CST2E))
(SETOH CSCALE (TIMES CTWZTA CSIZE))
(SFTR.PS12F (CDR PSIZE)Y) )))

v
A VECTORy FOR FURPOSES OF THE FOLLOWING VECTCR ROUTINES,
IS A LTIST NF TwoO VALUES, TE X AAD Y CNORDINATES.,

VSUM FORMS YWF SUM NF TwWn VECTORS AS AN OUTPLT VECTOR., 4
(VSUM (LAMBDA (V] V?2) (L71sT (PLUS (Car V1) (CAR Vv2))
(PLuug (CADR V1) (CADR-v2)) ) )
v
VDIFF FORMS THE DIFFERENcF:0OF TwC, VECTNARS v
IVhIFF (LAMBDA (V1 VZ) (I~IST tD;FFEREMCE (CAR V1) (caR vV2))
INIFFERENCE (cADR Vi) (CADR v2)) Yy 1))
w
VSCALE SCALFg A VECTCR Ry A SCAL AR, ¢
(VgCALF (LAMADA (V S) (LT1ST (TIMES (cap V) S)
(TIMES (CADR v) S)) )

+
VROT ROTATES A VECTOR BY A GIVEN ANGLF (IN DEGRFES) "
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{(VROT (LAMBDA (V TH) (PRaAG _(STH CTH)

(COND ¢ (LESSP- (ABS TK) 0,0000))4(RETURN V)))
1SETQ STH ¢SIN (TIVES TH PIY80)))
(SETO 6TH (cO0S {(TIVES TH PI18A)))
(RETURN 41187
(NIFFERENCF (TIMES (CAR V) CTH) (TIMES (CADR V) STH))
(PLUS (TIMES (CAR V) STH). (TIMES (CaDR V) ¢TH))))
)Y))

¥
VMAG RETURNS THE MAGNITURE OF A VECTOR, v
(VMAG (LAMBDA (V) (SGRT (FLOAT (PLUS

(TTMES (CAR V) (CAR V))

(TIMES .(CADR Vy (CADR V)) 1)) )

VANG RETURNS THE ANGLE IN DEGREES OF a GIVEN VErTOR,
(VANG (LAMBDA (V) (QUOTIENT (ATAN2
(FLOAT (CAQR V)) (FLOAT (CAR V)) ) P11B0))Y)

RECT DRAWS A RECTANGLE FROM THE CURRENT ODRIENTATION:- AND
POSTITION, THE AHGUMENTq ARE THE NUMRER OF UNITS FORWARD
AND THE NUMBER OF UNITS Ta THE RIGHT TO BE MCVEN IN MAKING
THE RECTANGLE,

(RECT {LAMADA (FW -RT) (PRNOG ()

tFORW FW) (RIGHET 90) (FORW RT) (RIGHT 90) (FCRW FW)

(RIGHT 90) (FORW RT) (RIAWT 90 )))

¥
POS PUSITIONS THE TURTLE RFLATIVE TO 1TS PRESENT POSTTION
WITHCUT DRAWING A LINE. THE ARGUMENTS ARE THE NUMBER NF
UNITS TO MOVE FORWARD ANN THE- NUMRER OF UNLTS TO MOVE TO THe RIGHT,
THE ORIENTATION IS LEFT a5 BEFORE THE CALL. v
(POS (LAMBDA (FW RT) (PRAG (SPEN)

(SETQ SPEN IFPEN) (FENUP)

(SETQ ANG (VANG (LIST FW RT)))

(RIGHT ANG)

(FORW (VMAG (LIST FW RT)))

{LEFT ANG)

(SETQ - IPER SPEN) )

v
VECT DRAWS A VECTOR WHICH WILL GC FROM THE CULRRENT POSITIOM
AND ORTENTATTION BY A SPECIFIED AMOUNT FORWARL AND A SPECIFTFD
AMOUNT TO TRE RIGHT. THIS IS NFEDED RECAUSF IT IS USUALLY
THE<CASE THAT EITHER THE LFNGTH CR THg ANGLE 1S A NASTY
NUMBER, ¥
(VECT (LAMBDA (FW RT) (PanGs (ANg)

{SETN ANG (VANG (LIST frw RT)))

(RTGHT ANG)

(FORW,  (VMAG (LIST FW PTy))

(LEFT ANG) ) ))

v
DISPLAY CLOSFS THE CURRENT ITEM AND ApNS IT To THE CURRENT
FRAME 80 IT wWILL BE DISPLAYED, +
(DTSPLAY- (LAMBEA () (PROA (),
¥ SEND A COMMAND Tn THE 1MLAC TC CILOSE THE CURRFNT
IT‘EM' +
(GOUY =CL M L)
(RETURN) 1)

nELITEM DELETES AN ITEVM ANTH FRAM THE (ISP DATA STRUCTURE AnND
FROM THE DISPIPAY. ¥

(DELITEM (LAMBDA (TOKNAMEY (PROG ()
(COND ({GET TOKNAME SINVLACITEM)
(PRIN1 =DT) (PRIN1 BLANK) (PRINY ERUTV) (PRINY TOKNAME)



(TERPRL) ) 60
(DELREL (GFT TOKNAME =T0K) STAKENS TOKNAME)

(SETQ UNIVOD (REMLIST TOKNAME UNIVON))

(REMOB TOKNAME)

(RETURN) ) ) )

v
DELREL REMOVES AN ENTRY (INDER A PROPERTY LIST INDICATOR
WHNSE -LEFTMOST ATOM IS As SPECIFIED. v

(OELRE| (LAMRDA (ATOM RE|, VALUE) (PROG (PROPS
(COND ((NULL (SETQ PROPS (GFT ATOM RFL))) (RETURN))).
(PUT ATOM REL (REMLIST vALUE PROPS))
(RETURN)
)Y
¥
REMOVE A SPECIFIED ITEM FanM THF TOP LFVEL OF A LIST
EMLISY (LAMBDA' (VAL (ST) (PROG (TMP)
ACOND ({NULL LST) (RETURN))
((EQ (CAR LST) VAL) (RETURN (CDR |ST)) ))
(SETQ TMP LST)
(CCND ((NULL (DR LST)) (RETURN TMP))
{((EQ (CANR LST) VAL) (RPLACH LST (CDOR LST))
(RETURN TMP) ) )
(SETQ LST (CDR LST))
(Ge A)
)

¥
CARATOM KEEPg TAKING THE CAR NF THE TNPUT UNTTL 1T FINDS AN
ATOM, v
<cAnaTo&3tLA~ana (X} (COND ((ATOM X) X)
(T TCARATNAM (CAR X))y
v
ABSVAL RETURNS THE ABSCLUITE PNSTTION oF A POINT IN RFLATIVF
COORDINATES onN AN OBJECT WWICH HAS BEEN POSTTIONED RY
ORIENTIO ]
(ABSVAL (LAVMRDA (OBJECT RELPT)Y (PROG (MONEL VDEL ROT)
tSETH MONEL (GET NBJECTY STOK))
(SETQ VDEL (VSCALE (VDIFF RELPT (GFY MODEL =STARTRT))
(GET OBJECT SSI7ZE)) ),
(CCND ({SETQ RCT (GET npJECT -CRlENTATtON))
(SETO VDEL (VROT VDEL RCT)),
(RETURN (VgUM (GET ORJreT Z¢TvaAL) VDEL))
) ))

PUTRELS PUTS A STRING €F THINGS CN AN ATOMRS PRAPERTY L1IST,
THE ARGUMENT 1S A LIST OfF THE ATOMy FOLLOWED RY INDICATONR
AND VAL UF PATRS,. v
(PUTRELS. (LAMRDA (L) (PRrn (ATOm REL valUE)

(SETQ ATOM (CAR L))
A (COND ((NULL (SETQ L (fDR L))) (RETURN)Y))

(SETn REL (CAR L))

(COND ((NULL (SETQ L (mne Ly)) (RETHIRN)))

(SETn VALUF (CAR L))

(PUT ATOM pFL VALUE)

(G0 A) )
¢ ABSOLUTF .VALUE v
(ABS (LAMBDA (X) (COND {(MINUSP X) (MINUS X)) (T X)))y)
IRBER

«DISKOUT IS THE FUNCTICN RY MABRY TYSHAN THAT GIVES US
VIRTUA|, MEMORY FOR FUNCTTNNS,
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62
WITH LEFTOF aANC RIGHTOF 70 PRODICE A PICTURE WITH BOTH
RELATYIONS SATISFIED,

NOTE THAT THIS VERSION DOES NOT USE THE PROGRAM «=DIAGRAMa,
v
(COMPICS (LAMBCA () (PROG (AFRAME DIFFRAME Tks TK PFA PFB
ETWAS' TKB TKC ATTP ATTPOB YA YB TMP)
v MAKE A PF FOR EACH TNKEN AND PUT ON THE PROPERTY LIST
UNDER THE NAME PF, "
(MAP TOKS (FGUQTE (LAMRDA (X)
(PUT (CAR X) =PfF (MAKEPF (CAR X))) )))
v GO THRQUGH AND SEE WHAT WrF CAN COMBINE, v
A (SETN TKS TOKS)
(SETQ DIFFRAME NIL)
(SETQ ETWAS NIL)
(SETQ AFRAME (GET (CAR TAKS) =PF))
B (SETA TK (cAR TKS))
(SETQ. PFA (GET TK ZPF))
(CAND ((NOT. (EQ PFA AtmaME)) (SETQ NTFFRAME T)y))
v TEST FnoR UNSATISFIEN - RELATIONS v
(caoND ((UNSATR TK SLEFTOF) (GO L))
((UNSATR TK ZRIGHTNF) (A0 R))
((LUNSATR TK.ESUPPNRT) (GC S))
{{UNSATR TK ZBELOW) (A0 w)))
v END OF THE .INNER [.roP v
K (CONPD ((SETQ TKS (CDR TKS)) (a0 B))
((NULL DIFFRAME) (RMRAWPTCS (GET (CAR TOKS) S=PF))
(RETURN))
(ETWAS (GO Al))
(PRINT Z(COMPICS FAILEN)Y)

(RETURN) ,

v UNSATISFIED LEFTOF PFLATIOMN "

L. (SETQ TKB (GET TK ZLEFTHF))
(SETQ PFB (GET TKB =PF)) ,
(COND ((ANYUNSAT TKB =(PIGHTOF)) (Gn K)))
(COALESCE (LIST. (CADAR PFA) (CamDAR PFA))

(LTIST (CAAR ppR) (CACDAR pFB)Y))

(GO K)

¥ UNSATISFIED RIGHYOF RELATION ¥

R (SETQ TKR (GET TK ZRIGHTAF))
(SETQ PFR (GET TKB SPFY )
(COND ( (ANYUNSAT TKB = (LEFTOF)) (GO K)))
tCOALESCE (LIST (CAAR pFA) (CACDAR PFA))

(LTST (CADAR PFB) (CrADDAR RFR)))

(G0 K)

¢ IJNSATISFIED SUPPORT RELATION ¥

S (SETH TKB (GET TK SSUPRNAT))
(SETQ PFB (GET TKB "SPF))
(COND C((ANYUNRSAT TKB S (SUPPORTEBY)) (60 K)))
(SETQ TMP (CAR (GET TN =ATTACHY))
(SETn ATTP (EXECLNC (CAR TMP))y)
(SETH ATTPAB (EXECLOC (CADR TMF)))
(CONN ((EQ (CAAR TMP) TKR) (SFTQ TMp ATIP)

(SETG ATTP ATTPNR) (SFTQ ATTROR TMP)))

(CCA|LESCr ATTIP ATTPCR)
(GQ K)

v IUNSATISFIED BELOW RFEILATION v

W (SFTQ TKR (GET TK Z=BELNW))
(SETH RPFR (GET TKB ZPF))
(SETQ YA (PLUS (CADR (GET Tw =STVAL))

(DIFFERFNCF (CADDDR (GRET TK ZORIGPF)Y)
(CADR (GET TK ZO0RIGST)) )))

(SFTO YB (PLLS (CACR (arT TkB ZSTVAL)Y)



(DIFFERENCE (CADDR (GET TKB =0RIGPF))
(CAPDR (GET TKB ZORTGST)) )))
(COND ( (ANYUNSAT TKB S (ARDVE)) (GO 1))
v SIMPLE RELOWe NO LFFT OR RIGHT, CENTER PFS. v
(COALESCE (L1ST (TIMES (PLUS (CAAR PFA) (CADAR PFA)) 0.5)
YA) (LIST (TIMES (PLUS (CAAR PFB) (CADAR PFB))
0.5) YB) )
(GO K)
BELOW WITH LEFT OR RIGHT v
(COND ( (ANYUNSAT TKB Z(AROVF | EFTOF RIGHTOF)) (GO K))
((UNSATR TKB SLEFTOF) (6C VI))
v RELOW wYTH RIGHRTOF o
ISETQ TKC (GET TKB ZRIGBHTOF)) ,
(CONR ((NOT (MEMBER TKe (COR PFA))) (GO K)))
(COALESCE (LIST (CAAR PFA) YA) (LIST (CcADAR PFrB) vYR))
(GO .X)
v BELOW WITH LEFTOF v
V (SETQ TKC (GET TKB ELEFTAF))
(COND ((NOT (MEMBER TKeC: (CDR PFA))) (GO K)))y
(COALESCE (LIST (CADAR PFA) YA) (LIST (CARR PFB) YR))
(GO K)
1))

C ¢

L
TEST FOR UNSATISFIED RELATION "
{UNSATR (LAMBDA (TOK REL)
(AND (GET 'TOK REL) (NOT (MEMBFR (GFT TOK REL)
(CNR (GET TOK =pF)) ))) )
-

TEST FOR ANY UNSATISFIED RELATION EXCEPT FOR THE GIVEN L1IST 4
(ANYUNSAT (LAMBDA (TOK ILeT) (PROG (FLA)
(MAP S (LEFTQF RIGHTOF ARAVE BFILOW SUPPORT SUPPORTRY)
(FQUOTE (LAMBDA (X)
(COND ((AND (NOT (MEMBER (CAR X3 LST))

{UNSATR TOK (AR X)Y)) (SETG FLG Tiy) )y
(RETURN FLB)

)))
v

COALESCE TWO FRAMESs PFA AND PFR, AT THE GIVEN BOINTS
(COALESCE (LAMBDA (PA PB) (PRNG (PF)
(SETN ETWAS T)
{SETQ PF (CONPFRM FF2 pPA PFR PB))
(MAP (CDR PF) (FQUCTE (LAMBDA (x)
(PUT (CAR X) EPF PF) 9))
H)

SUBRQUTINE OF COMPICS TO SEE IF THERE 1S AN CBJFCT WITH
THE RELATION REL AND SET PFB _TO ITS PICTURE FRAME SET
(FNDCPC (LAMBNA (REL) (PRDG (PFT)

v SEE IF cC8 HAS SOMFTHING IMN THIS ‘RELATION "
(COND ((NULLL (SETQ OB (GFT COR REL))) (RETURN)))
v SEE IF _ONE OF THE NTHWER PF SETS HAS OB IN IT ¢

(sETQ PFT PFS)
A (COND ((NULL (SETQ PFT (€DR PFT))) (RETURN))
((MEMBER OB (CDAR PFT)) (SrTQ PFR (CAp PFT))
(RETURN T))
(T (60 A)))
):)

TEST WHETHER AN ATOM OCCHIRS IN A STRUCTURE v
(0OCCURS (LAMRDA (ATM STR)
(COND ((NULL STR) AIL)
({EQ ATM §Tr) T)

63



((AToM STR) NIL) 64
(T (0R (QCCURS ATM (CAR STR)) (OCCURS ATM (CDR STRYY ))) 1))

¥

MAKE AN ATTACHMENT RELATTON v

(MAKEATT (LAMBOA (A AP R RP) (PROG (TMP ATTRS ATTR TMPR)

(SETQ TMP (L1ST (LIST A AP) (LIST B RP)))
(CONPD ((NULL (SETQ ATTreg (GET A SATTACH))) (Gn C)))
D (SETQ ATTR (CAR ATTRS)) «
(COND ((NOT (EQ (CAR (ATHER ATTR A)) B)) (GO E)))
(CONN ((NOT (FQ (CAAR ATTR) A)) (SETQ TMPB AP)
(SETG AP BF) (SETQ RP TMPB)))
(COND ((AND AP (OR (NOT (EQ (cAR AP) ZpEFAULTLOC))
(NULL (CADAR ATTR))))
(RPLACA (CDAR ATTR) AB)))
(COND ((ANN BP (OR (NOoT (ER (CAR RP) =DEFAULTLOC))

(NULL (CACADR ATTRY))Y)
(Re|LACA (CDADR ATTR)Y, BP)))

E (COND ((SETQ ATTRS (CDR ATTYRS)) (GO D))Y)

C (SETREL A =ATTACH TMR)

(SETREL B SATTACH TMP)
(RETURN)

Y)Y

¥

OPEN AN ITEM ON THE IMLAC v

(OPEMITEM (LAMBDA (TOKNAME)Y (PROG ()

(gOUT ZIT (LYIST ITADDER 200 n 32831))
(GOUT, 2DI (LT1sT ITADDER))
(SETH 1TADDER (PLUS ITADNER 200))
(PUT TOKNAME ZIMLACITEM T
(RETURN) 1))

L
COMBINF TWO PICTURE FRAMFS, A PICTURE FRAME IS-0F THE FORw™
C ((XMIN XMAX YMIN YMAX) TOKEN ,se TOKEN)
PF2 1S COMHAINEC INTO PF1 §n THAT THE PoINT P2 IN PF2
1S THE SAME AS Pl IN PF1, w
(COMPFRM (LAMBCA (PF1 P) PF2 P2) (PRNG (XA YA xp YP &TPT
XMIN %MAX YMIN YMAY. TMP PF2P SP)
(SETQ XA (CAR P1)) (SETA YA (CADR P1))
(3ETQ XP (CAR P2)) (SFTO YP (GADR p2))
(SETQ XMIN (CAAR'PFl)) (SETQ XMAX (CARAR PF1))
(SETR YMIN (CADDAR PF1)) (SETH YMAX (CADDDAR PF1))
(CONP ((LESSP (SETGC TMP (MEWX (CAAR PF2))) XMIN) (SETQ XMTNn TMP))
(COND ({GREATERP (SETO TMP (NFWX (CADAR PFZ))1) XMax)
(SETN XMAX TMP)))
(CAND ((LESSP (SETGQ TMRP (NEWY (CADNAR PF2))) YMIN)
(SETA YMIN TMP)Y))
(CONN ((GREATERP (SEJQ TMP (NEWY (CANDDDAR PF2))) YMAX)
(SFTO YMAX TMRy))
(RPLACA PF) (LIST XMIN XMAX YMIN YMaX))
(SETH PF2P (CDR PF2))
A (SETQ PF2 (COR PF2))
(COND ((NULL PF2) (RETHRN (NCONC PFy PF2P)1))
(SETA TMP (CAR PF2))
(SFETQ SP (BeT TMP E=STVaLYy)
(SETQ STPT (LIST (MNEWX (CAR SP)) (NFWY (CADR §P)) )9
(PUT TMP =qTVAL STPT)
(60 a)
IR
v COCRDINATE TRANSFORMATION FOR COMPFRM ¥
(NFWX (LAMBDA (X) (PLUS xA (DIFFERENCE X XP))))
(NEWY (LAMBDA (Y) (PLUS vyA (DTFFERENCE Y YP))))



DRAW A PICTURE FRAME ‘SET 63
IDRAWPICS (LAMBDA (PF) (PROG (§IZE TMP XMIN YMIN BASFV
STPT ORJECT ROT MORFL)
(NEWFRAME)

v COMPUTE MAX FRAME NIMENSION AND SCALE TO THE CRT
(SETH SIZE (OIFFERENCE (CADAR PF) (CAAR PF)))

(SEFQ TMP (DIFFERENCE (CADDDAR PF) (CADDAR PF)))
(COND (VGREATERP TMP>ST7F) (SETQ SI7E T™P) ) )

- SAFETY IN CASE WE TRY Tn NnRAW A ZERO slZE OBJECT ¥
(CONN ((ZEROP SIZE) (SFTQ STZF 1.0)))

(SETR GLOBALSIZE (TIMES 0,9
(ALOFTENT SCREFNXMAX SIZE) ))

v FIX 19 MARCH 75 Tn KEEP FROM INCREASING PTICTURE S1ZE v
(COND ((GREATERP GLORALSIZE 5,0) (SFTQ GLOBALSIZE 5,0)))
(SETQ XMIN (DIFFERENCE (CAAR PF) (TIMES 0.05 SIZE))Y)
(SETQ YMIN (CIFFERENCE (CADDAR PF) (TIMES 0,058 SIZF)))
(SETQ BASEV (LIST .XMIN YMIN))

A (SETQ FF (CDR PF))

(COND ((NULL PF) (RETURN)))
{SETn OBJECT (CAR PF))
(OPENITEM QRJECT)
(SETA STPT (VDIFF (GET nRJECT =STVAL) BASEV))
(SETQ ROT (GET OBJECT =ORIENTATION))
(SETN $I2E (GET OBJECT =elZF))
(POSITION STPT)
(COND (ROT (WREADING (MINUS POT)))
(T (HEADING 0,0)))
v hRAW THF OBJECT 7 &
(SETQ -MODEL (GET OBJECT =TOK))
(¢(GET MODEL SDRAWPROG) STZE)
(DISPLAY)
(GQ A)
1))

PIck THE PART CF A PAIR WHNSE CaAR IS NOT THE GIVEN ATOM, 4
(OTHER (LAMBDA (PAIR VALUE)
(COND ((EQ (CAAR PAIR) VALUE) (CADR PATR))
(T (CAR PAIP)Y)) ))

+
DEFINE OVERALL PICTURE SerALE RY FINDING THE LENGTH OF
THE RIGGEST ORJECT FOR WHWICH A . ENGTH 1S SPECIFIED. "
(PICSCALE (LAMBDA (UQD) (PROG (SCL ATM SCLP 'WwsCL)
A (COND (UQOD (60 .C¥))

(COND (SCL (SETQ PICSCL SCL)Y)

(T (SETQ PICSCL. 1,0)))
{COND  (MSCL . (SETQ MASSSCL MSCL))

(T (SETQ MASSSCL 1,0)))
(RETURN)

C (SETQ ATM (CAR UOGD))
(SETQ UOD (cDR UOD))
(COND ((AND (SETQ SCLP (CAR (GET ATM ELENGTH)))

(OR (NULL. S€1y (GREATERP ScLP SCL)))
(SETQ SCL SCLP)))
(COND ((AND (SETQ ECLP {CAR (GET ATM EMASS)))
(OR (NULL MSC) (GREATERP scLP MSCL)) )

(SETH MSCL SCLP)y))
(GG A)

')
+

CONSTRUCT A NIAGRAM FOR THE PHYSICS PROBLEM. THWE ARGUMENT
1S THE OBJECT TO START TWr DIAGRAM WITHW. v
(DYAGRAM (LAMRLC.A (OBJ) (PROG (ORJL PIcecL PF OR ORPF



INPIC ATTRS ATTP ATTPNAR ATTR TMP O0OBB)
(SFTO OBJL (LIST OBUY)
(SETQ PF {(LIST (LISY 0,0 040 p-o 0.0)))
A (CONNn ((NULL ,OBJL)Y (RETURN PFy))
(SETQ 0B (CAR 0BJL)) (SETO OBRJL (DR QBJL)Y)
(SETA INPIc (CONS OB INPTIC))
(SETQ OBPF . (MAKEPF 0B))
(SETQ ATTRS (GET 0B ZATTACH))
B (COND ((NULL ATTRS) (SFTQ ATTP (LIST 0 0))
(SETR ATTPOB (L1s®™ 0 0)) (GO ¢)))
(COND ((MEMBER (CAR (OTHFR (CAR ATTRS) O0B)) INPIC)
(G C)))
(SETQ ATTRS (CDR ATTRS))
(GO R)
D (SETH ATTR (CAR MYTRS))
(SETQ ATTP (EXECLOC (FAR ATTR)Y))
(SETQ ATTPOB (EXECLOC (CADR ATTR)))
(COND ((EQ@ (CAAR ATTR) O0R) (SETQ TMP ATTP)
ASETQ ATTP ATTPAR) (SETG ATTPNB TMP)))
C (COMPFRM PP ATTP OBPF ATTPOR)
(SETQ ATTRS (GET 0B SATTACH)Y)
E (COND ((FQ (CAR ATTRS) ATTR)Y (GO G)))
(SETQ TMP (CAR ATTRS))
(SETQ OBR (CAR (OTHER.TMP QR)))
(CONP ((MEMRER O0BBR INRTOC)
(PRINT S (DRAWING NVERSPECIFIFN)) (GC G))
((NQT (MEMBER OBR OBJL))
(SETQ OBJL (CCNg 0OBB ORJL)) )
G (CONPD ((SETQ ATTRS (CDR ATTRS)) (GO F)))
(GO &)
)))

¥
MAKE A PICTURE FRAME FOR A SINGLE OBJECT v
(MAKEPF (L.avrna (0BJ) (PRDe (L Ng SPT S1Z BASEV PF RQT MODF! )
(COND ((NULL -(SETQ S1Z (GET OBy =SIZF))) (SETE SIZ S.0)))
(SEFTQ MODEL (GET.O0BJ =ZTnk))
(SETO PF (GET MODEL =SPFRAME)Y)
(SETH BASEYV (VSCALE® {(LT&T (CAR PF) (CADDR PF)) S17)y)
(CONN ((SETQ ROT GET 0RJ ZORIBNTATION))
(SETH PF (RCTPF pr RNTY) )
(SETQ PF (MAFLIST PF (FOUOTE (LAMBDA (X)
(TIMES (Cam X) S¥2) ))))
(PUT QOBJ ZNRIGPF PF) ,
(SETN SPT (VSCALE (GET MNADEL =STARTPT) S1Z))
(COND (ROT. (SETQ SFT (YSUM (VRCT (VRIFF SPT BASEV)
_ RCT) BAsEv)))Y)
(PUY 0BJ =q12F S12)
(PUT OBJ-SgTVAL SPT)
(PUT 0BJ ZARIGST SPT)
(RFTURN (L T1SY PFF 0BJY)
)))

v
COMPUTE FRAME FOR A ROTATEN PICTURE 14 JAN 75
v THE ARGUVMENTS ARE (XVIN XMaX YMIN YMAX) AND THF ANGLF +
(RNTPF (LAMBDA (PF THETA) (PRNG (DX Ny STH LTH xS YS)
(SETH OX (DIFFERENCE (CAnR PF) (CAR pF)))
(SETQ DY (DIFFERENCE (canDD&™wF) (CANDR PF)))
(SETn STH (SIN (TIMES THFTA PT180)))
(SETH CTH (cCS (TINES THFTA PT180)))
(SETQ XS (LTST (VRX 0 0) (VeRX CX 0) (VRX 0 DY) (VRX DX nYY))

(SETO YS (LIST (VRY 0 n) (VRY OX 0) (VRY 0 nY) (VRY DX nv)))
(RETURN (LIST. (PLUS (LgMIM XSy (CAR PF))



(PLUS (LSMAX XS) (CAR PF)) 67
(PLUS (LSMIN YS) (CADDR PF))
(PLUS (LsMAX YSY (CADDR PF)) )
) 1))
&
MIN AND MAX AVER LISTS 19 MARCH 78 v
(LSMIN (LAMBDA (L)
(COND CI(NULL (COR L)Y (CAR L))
(T (MIN (CAR L) (LSMIN (CDR L)) ) )) )
(LSMAX (LAMARNA (L)
(COND C((NULL (CDR L)) (CAR 1))
(T ‘tvAX (CAR L) . (LSMAX (CDR L)) ) ) )
v VECTOR ROTATIONS FOR X AND Y USED IN ROTRF >
(VRX (LAMBDA (X Y) (DIFFERENCFE (TIMES X CTH) (TIMES Y STH)Y))Y)
{VRY (LAMBDA (X Y) s(PLUS (TIMES X STH) {(TIMES Y CTH))))
v
EXECUTE THE FUNCTION TO GET A LOCATIOM v
(EXECLOC (LAMBDA (L) (PRAG ()
(SETR L (LADR L))
(CONn  ( DR L) (RETURN ((CAR L) (CADR L) (CADDR )y
(1 (RFTURN ((CAR L) (cADPR L))yy )
Y))
¢
DEFAULT LOCATICN., SAME Ag AETLOE IN EXECUTION v
(DEFAULTLOC (LAMBDA (L) (GETLNC L)))
v
GET A LOCATION IN OBJECT CNORDINATES ¥
(GETLOC (LAMRDA (L) (PRO& (OBJ. MCDHEL LNC )
(SETQ 0BJ (CAR L))
(SETQ MODEL (GET=DBJ =70K))
(SETQ LOC ¢CADR L}Y)
(RETURN (ARSVAL OBJ LOM)Y)
¥))
)
GET A RELATIVE LCCATION 1N OBJEECT COORDINATES v
(FROMLOC (Lampca (L D) (PROG- (ORy MODFL LLOC TMmp)
(SETH 0BJ (CcAR L))
(SETQ MODEL (GET OBJ ZTOK))
(SETR LOC (VSUM (GET MaANEL (CADR L))
(VSCALE (SETQR TMP (VDIFF (GET MODFL =¢6)
(GET MODEL (CADR ()))) (QUOTIENT (TIMgg
(QUOTIENT (FLOAT (CAR D)) PICSCL)
(GET MODEL z=PSCALE))
(VMAG TMP) 3 Y)y)
y(RETURN (ARSVAL OBJ LOCY)Y
) 1)

¥

ERROR TRAP ROUTINE v

(ERR- (LAMBDA (MSG) (PROG (RFX)
(PRINI ZERROR:) (PRIN] MSG) (TERPRI)
(MAINLOOP) )))

+
FRINT ERROR MESSAGE AND sURSTITUTE WNRNS FOR 5 v
(PRINTERR (LAMBDA (MSG ARGS) (PREG ()
A (COND ((EQ (CAR MSG) =#) (PRIM) (CAR ARGS))
(PRIN1 BLANK) 4SETQ ARGS (cDR ARES))Y)
(T (PRIN1 (CAR M&G)) (PRIN1 BLANK)))
(COND ((SETH MSG (CDR mMsh)) (m0 A))

(T (TERPRI) (RETURM)))
)))
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