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ABSTRACT 

The REQUEST System is an experimental n a t u r a l  language query 
system based on r. large transfo~ational grammar of English. In 
the original implementation of the system the process of computing 
the underlying sLructures of input queries involved a sequence of 
three steps: (1) preprocessing (including dictionary lookup), 
(2) surface phrase structure parsing, and (3) transformational 
parsing. This scheme has since been modified to permit transfor- 
mational operations not only on the full trees available after com- 
pletion of surface parsing, but also on the strings of lexical 
trees which are the output of the preprocessing phase. Transfor- 
mational rules of this latter type which are invoded prior to sur- 
face parsing, are kno~n as string transformations. 

Since they must be defined in the absence of such structural 
markers as the location of clause boundaries, string transforma- 
tions aye necessarily relatively local in scope. Despite t h i s  in- 
herent limitation, they have so far proved to be an extremely use- 
ful and surprisingly versatile addition t o  the REQUEST System. 
Applications to date have included homograph resolution, analysis 
of classifier constructions, idiom handling, and the suppression of 
large numbers of unwanted surface parses. While by no means a 
panacea for transformational parsing, the use of string transfor- 
mations in REQUEST has permitted relatively rapid and painless ex- 
tension crf the English subset in a number of important areas with- 
out corresponding adverse impact on the size of the lexicon, the 
complexity of.the surface grammar, and the number of surface parses 
produced. 
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String Trans fo rmat ions  i n  the  REQUEST Sys tem 

1. IINTRODUC TION 

The REQUEST (Res t r ic ted  - English Q u e ~ t i o n - a n s w e r i n g )  Systeln [ I ,  L ]  

i s  an  exper imen ta l  na tura l  language query s y s t e m  which is being. developed 

a t  the IBM Thomas  J ,  Watson. Resea rch  Center .  The s y s t e m  includes a 

l a r g e  t r ans fo rmat iona l  g r a m m a r ,  a  t r ans fo rmat iona l  p a r s e r ,  and a Knuth- 

s tyle  semant ic  i n t e r p r e t e r .  The grammar and its a s soc ia t ed  lexicon a r e  

broadly or iented towards  quest ion-answering on periodic numer ica l  da t a ,  

they a l s o  include m a t e r i a l  specif ic  t o  n a t u r a l  English in te rac t ion  with co l -  

lect ions of bus iness  s ta t i s t ics ,  a s  exemplif ied by the  For tune  500 

The long-range objective of the  work on REQUEST is t o  de te rmine  the 

extent  to which ma th ine  -unde rdstandable s u b s e t s  of English can  be developed 

to provide n o n - p r o g r a m m e r s  with a convenient and powerful tool  for  a c c e s s -  

ing informat ion in formatted data b a s e s  without having t o  'Learn a f o r m a l  

query language. In the  i n t e r e s t  of faci l i tat ing effective "under standing" on 

the  part of the sys tem,  the seman t i c  scope of the  English subse t  we a r e  

cu r ren t ly  dealing with is la rge ly  r e s t r i c t e d  t o  the world of bus iness  s t a t i s -  

t ics .  Within tha t  na r row domain of d i scourse ,  however,  we a r e  at tempting 

to cover  a re la t ively  broad fange  of syntact ic  and lexical  a l te rna t ives ,  in 

the hope of permit t ing fu tu re  u s e r s  to  employ t h e i r  n o r m a l  pa t te rns  of 

wri t ten express ion  -without m a j o r  adjustment.  The c u r r e n t  REQUEST 



grammar c o v e r s  a var ie ty  of basic English cons t r t i t t ions  in s o m e  depth, 

including wh- and yes  -no quest ions,  relative c l a u s e s  and c lausa l  negation 

It is now being extended into such areas a s  compar i son ,  conjunction and 

quantification which, while complex, appea r  t o  be of c e n t r a l  l rnportance 

in providing a s e n ~ a n t i c a l l y  powerful subset of English.  



2. REQUES 1 Sys tem organ iza t ion  

The REQUEST Sys tem c o n s i s t s  of a  s e t  of p r o g r a m s  wr i t ten  in LlSF 

1.  5 together  with a n  assoc ia ted  s e t  of data f i l e s  containing the  Lexicon, 

g r a m m a r ,  s e m a n t i c  in te rpre ta t ion  r u l e s  and data  base .  The s y s t e m  Tuns 

interact ively  on a  Sys tem/370 Model 158 under  VM/370 in 768k bytes  of 

v i r tua l  c o r e .  A s  can  be observed  f r o m  F i g u r e  1, the s y s t e m  c m t a i n ~  two 

m a j o r  components,  one t ransformat iona l ,  t he  o ther  in te rpre t ive .  

The t r ans fo rmat iona l  component, which s e r v e s  to analyze input 

s t r i n g s  and con$pute the i r  underlying s t r u c t u r e s ,  c o n s i s t s  of two main  

pa r t s :  a  p r e p r o c e s s o r  and a  p a r s e r .  The in t e rp rc t ive  conlponent a l so  

Jr -v 

h a s  two m a j o r  subcomponents:  (i) a  s e m a n t i c  i n t e r p r e t e r  , which t r a n s -  

l a t e s  each  underlying s t r u c t u r e  inta a  logical  form,  i. e . ,  a  forl-nal ex- 

pre  ss ion  specifying the  configurat ion of executable  functions r equ i red  to 

a c c e s s  the  data  base  and compute  the  a n s w e r  t o  the  cor responding  quest ion 

9,: * 
and (ii) a  r e t r i e v a l  component which contains  the  various da ta -access ing  

test ing,  and output format t ing functions needed ta evaluate the logical  f o r m  

and conlplete the  quest ion-answering proce s; s. 

Looking a t  the t r&nsfo rmat iona l  component in somewhat  g r e a t e r  de-  

tai l ,  the t o l e  of the  p r e p r o c e s s o r  is to part i t ion the input s t r i n g  into words  

* 
Implen~en ta t ion  of the s c n ~ a n t i c  i n t e r p r e t e r ,  which o p e r a t e s  according to 
a  scheme  originally proposed by D. E. Knuth [3],  i s  due  t o  S. R. P e t r i c k  
[ l ,  4. 51, who h a s  a l s o  devised the  specif ic  semant ic  in te rpre ta t ion  r u l e s  
employed in  REQUEST. 

>:c z: 
F. J. Dar r~e rau  is respons ib le  for  the des ign  and implementation of the 
c u r r e n t  r e t r i e v a l  component. 
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and punctuation m a r k s  and then look up each  segment  in the lexicon, yield 

ing a  p r e p r o c e s s e d  s t r ing  of lexica 1 t r e e s  which s e r v e s  a s  input to t h e  

p a r s e r .  Multi-word s t r ings  tha t  function a s  Lexical units a r e  identified by 

a  "longest match"  lookup in a  spec ia l  ph rase  lexicon; whl l e  the lexical  

t r e e s  corresponding to a rab ic  n u m e r a l s  (which may var iously  r e p r e s e n t  

ca rdinals ,  o rd ina ls ,  o r  y e a r  n a m e s )  a r e  supplied a lgor i thmical ly  r a t h e r  

than by matching against  the  lexicon. In c a s e s  where  t h e r e  a r e  gaps in 

the p reprocessede  s t r ing,  due to the  p resence  in the input of misspel l ings ,  

unknown words ,  ambiguous pronoun re fe rences ,  and the  like, the prepro  

c e s s o r  prompts  the u s e r  to supply the r equ i red  information. 

* 
Operation of the t ransformat iona l  p a r s e r  proceeds  in t h r e e  s tages :  

(1 ) The p reprocessed  s t r ing  i s  success ive ly  analyzed with 

r e s p e c t  to thc s t r u c t u r a l  descr ip t ion  of each  ru le  i n  a 

l inear ly  ordered  list of s t r ing  t ransformat ions .  Each 

successfu l  match aga ins t  a s t r i n g  t r ans fo rmat ion  leads  

to  modification of one o r  m o r e  of the t r e e s  in  the  p re -  

processed  s t r ing through application of the operat ions  

specif ied in the s t r u c t u r a l  change of the rule in ques-  

tion - -  operat ions  which a r e  drawn f r o m  prec ise ly  the  

* 
The or ig ina l  design and implementat ion of the  p a r s e r  a r e  due to Pe t r ick  

161. The v e r s i o n  cu r ren t ly  being used in REQUEST i s  the  r e s u l t  of signifi-  
cant  rev is ions  and extensions by M. Pivovonsky, who (vzith the a id  of 
E. 0. Lippmann) has  a l s o  been chicfly responsible  for implementing the 
p reprocesso r .  



same inventory of e l ementa ry  t r ans fo rmat iops  that the 

s y s t e m  makes available for the  process ing  of' full t r e e s  

by conventional cyclic and postcyc lic t ransformat ions ,  

namely: deletion, rep lacement  of a t r e e  by a l l s t  of 

trees. Chomsky adjunction, fea ture  inser t ion ,  and fea- 

t u r e  deletion. (A more detailed account of the nature 

of s t r ing  t ransformat ions  and the motivation  fa^ their 

use in a t ransformat iona l  pa r se r  wil l  be presented in 

the remaining sections of the paper.  ) 

( 2 )  Upon c o m p l e t i ~ n  of the string t r ans fo rmat ion  phase, 

the resul t ing t r ans fo rmed  preprocessed s t r ing- - -  

s t i l l  in the f o r m  of a list of trees - -  is passed t o  a 

context-free p a r s e r  in o r d e r  to  compute the sur face  

s t r u c t u r e ( s )  of the sentence.  (Although one major  

effect of the employment of s t r ing  t r ans fo rmat ions  has 

been a substant ia l  reduct ion in the number  of unwanted 

surface pa r se s ,  c a s e s  still occur  with s o m e  frequency 

where  m o r e  than one  s u r f a c e  p a r s e  is produced. ) 

( 3 )  Finally,  the t ransformat iona l  p a r s e r  p r o c e s s e s  each 

su r face  s t ruc tu r e  in turn ,  attempting t o  map it s t ep  

by s t e p  into a cor responding  underlying s t r u c t u r e  



according to the ru les  of a t r ans fo rmat iona l  grammar.  

In th i s  p rocess  t r ans fo rmat iona l  i n v e r s e s  a r e  applied 

in an  o r d e r  precisely, opposite to  that  in which t h e i r  

"forward" coun te rpa r t s  would b? invoked ili sentence 

genenation: i n v e r s e s  of the postcycliC transforma' t ions 

a r e  applied f i r s t ,  s t a r t ing  with the  " la tes t"  and ending 

with the J ' ea r l ies t" ;  then the i n v e r s e s  bf  the  cycl ic  

t r a n s f o r n ~ a t i o n s  a r e  applied (a l so  in l a s t - to - f i r s t  o r d e r )  

working down the t r e e  f r o m  the m a i n  c l ause  to those  

that  a r c  m o s t  deeply embedded. 

To help c n s u r c  validity of i t s  f inal  output, the p a r s e r  checks  each  

in te rmedia te  output produced by s u c c e s s f s l  applicat ion of a n  inve r se  tdans-  

format ion to de te rmine  whether  o r  not i t s  consti tuent  s t r u c t u r e  conforIms 

fully with the s e t  of branching pat terns  that  can  be genera ted  by the  c u r -  

rent g r a m m a r  i n  underlying o r  in te rmedia te  s t ruc tu res .  At the  end of 

each inverse  cycle,  a  s i m i l a r  check is pe r fo rmed  to de te rmine  whether 

a l l  s t r u c t u r e  above the next ( lower)  level of embedded S s is consis tent  

with the inventory of allowable underlying s t r u c t u r e  pa t te rns  alone. F a i l -  

u r e  of e i ther  t e s t  r e su l t s  in immedia te  abandonment of the c u r r e n t  ana lys i s  

path. (A6 descr ibed  in 121, other .  m o r e  s t i ingcn t  teqsts involving the 



application of corresponding fo rward  t r ans fo rmat ions  c a n  optionally be 

invoked in orde r t o  provide a m o r e  definitive validation of inve r se  t r a n s -  

f ~ r n l a t i o n a l  derivations.  

3 .  Motivation for  the  Introduction of Str ing Transfornla t ions  

Within the s e r i e s  of ma jo r  process ing  s teps  desc r ibed  in the preceding 

section, the application of s t r ing  t r a n s f o r ~ n a t i o n s  o c c u r s  a t  a  point midway 

between preprocess ing  (including lex ica l  lookup) and su r face  phrase  s t ruc  - 

t u r e  parsing. Taken in sequence, t h e s e  t h r e e  s t eps  have the  cumulative 

effect of shifting the locus of ana lys i s  opexations f r o m  the dolnain of w o r d  

s t r ings  to tha t  of full  sentence t r e e s ,  where  conventional t ransfor~mat ions  

(and t h e i r  i n v e r s e s )  can meaningfully be invoked. Unlike the balance of 

the t ransformat iona l  parsing p rocess ,  t hese  t h r e e  pre l iminary  s t eps  do not 

s e e m  to  b e a r  a, d i r e c t  cor respondence  t o  f ami l i a r  generat ive  operat ions .  

Never theless ,  t h e i r  combined effect  i s  to  produce the  t r e e  o r  t r e e s  which 

ex is t  a t  that  s tage of the "farward" generat ion w h e r e  the  l a s t  postcyclic 

t ransformat ion  h a s  applied. Accordingly, it s e e m s  reasonable  t o  view 

them initially as  constituting a kind of "bootstrap" whose function i s  to s e t  

the s tage for '- 'true1' t ransformat iona l  parsing.  

P r i o r  to the introduction of s t r i n g  t r ans fo rmat ions  in the REQUEST 

System, the entire burden of the "bootstrap ' ' -  ro le  just outli'ned necessa r i ly  

fel l  on the p r e p r o c e s s o r  and the s u r f a c e  p a r s e r .  lMoreover, as  wi l l  be 



espla ined below, c e r t a i n  bas i c  p r inc ip l e s  conce rn ing  the n a t u r e  of t he  

s y s t e m ' s  t r a n s f o r m a t i o n a l  component  - -  r e l a t i ng  t o  the r a n g e  of inputs  

t o  be accep ted  and the  c r i t e r i a  f o r  s a t i s f ac to ry  outputs - -  had  the effect  of 

ensur ing  t h a t  t he  burden  would b e  a l a r g e  one. The  full  d imens ions  of the  

s i tuat ion began to  e m e r g e  orice extens ive  t e s t i ng  of the  f i r s t  s i zeab le  t r a n s  

fo rmat iona l  g r a m m a r  was  underway.  T h e r e  followed a s e r i e s  of c o r r e c -  

tive ac t ions ,  the  l a s t  and m o s t  f a r - r e a c h i n g  of which w a s  the  in t roduct ion 

of s t r i ng  t rans forn la t ions .  

3 .  1 Some Relevant  Design P r i n c i p l e s  

In the  e a r l y  des ign  phases of what subsequently b e c a m e  the  REQUEST 

S y s t e m ' s  t r ans fo rma t iona l  g r a m m a r ,  it was decided to adopt  a level  of 

underlying s t r u c t u r e  cons ide rab ly  m o r e  a b s t r a c t  than the  deep  s t r u c t h r e  

of C h o m s k y ' s  Aspects  [7] - - a l eve l  which, somewhat  in the  s p i r i t  of gen-  

e r a t i v e  s e m a n t i c s  18. 91, would go a  long way towards  d i r e c t  r e p r e s e n t a -  

t ion of the  meanings  of sen tences .  Eschewing i r r e l e v a n t  de ta i l s ,  the  e s s e n -  

t i a l s  of the  r ep re sen ta t i on  adopted (which b e a r s  c e r t a i n  s t rong  r e s e m  - 

blances  t o  t he  p red ica te  c a l c u l u s )  a r e  as  follows: Each under ly ing s t r u c -  

t u r e  t r e e  r e p r e s e n t s  a  proposi t ion  (ca tegory  Sl ) cons i s t ing  of a n  underlying 

pred ica te  ( V )  and its a s soc i a t ed  a r g u m e n t s  ( N P ' s )  inbthat o r d e r .  Argument  

s l o t s  a r e  f i l led e i t h e r  by embedded  proposit iolls (conlplcnlent  S l ' 2 )  o r  by 

nominal  e x p r e s s i o n s  ( M M ' s  ). A nominal  e x p r e s s i o n  d i r e c i l y  donl inates  



e i ther  a NOUN, o r  a NO14 and an S1 (the re la t ive  c l a u s e  construction).  

Each NOUN dominates  a n  INDEX node which is specif ied a s  a constant  

(t CONST) in the c a s e  of proper  nouns and a s  a var iable  ( -  CONST) other  

wise.  The INDEXes  and the  t e r m i n a l  nodes they dominate play an inlpor 
.I. 
1- 

tant  ro le  in the g r a m m a r ,  including the  representa t ion  of co re fe rence  

One major impact  which th is  view of underlying s t r u c t u r e  had on what  

the "bootstrap" had t o  accomplish involved the  connection of pepos i t iona l  

phrases to  the  balance of the surface s t r u c t u r e  t r e e .  In under ly ing  s t r u c -  

ture, the noun phrase corresponding to each su r face  preposit ional  phrase 

would appear a s  a s p ~ c i f i c  a rgument  in  a specific proposition, follawing. 

the application of the gcnerat ivc tra11sfor1natior.l.s svl~osc i n v e r s e s  the pa r se r  

would cm~ploy, thc result ing preposit ional  phrase rvould in  1110st c a s e s  still 

be explicitly linked to the c lause  o r  c l ausa l  r emnan t  de r ived  from that  un- 

derlying proposition. Thus, in order t o  make  possible a c o r r e c t  inve r se  

t ransfermat iona l  derivation, the su r face  p a r s e r  would have to  make  a l l  

snch linkages explicit. This r equ i remen t  r ep resen ted  a significant depar - 

t u r e  from e a r l i e r  p rac t ice  in a number  of phrase  s t r u c t u r e  parsing systems, 

notably those employing predict ive analysis  1 0  1 1 1, where the p r o b l e n ~  

of connecting preposit ional  ph rases  to  the c o r r e c t  l eve l  of s t ruc tu re  was 

simply ducked  by making an  a r b i t r a r y  linkage to  the  n e a r e s t  available 

* 
Much of the ea r ly  work on the grammar,  in  par t icu la r  the  svs tem of 
variables and   constant.^, reflects surrrrestions bv Pau l  Postal. 



candidate, therehy avoiding what would inevitably have been a l a rge  in- 

c r e a s e  in the nurrlber of unwanted analyses .  (A s i m i l a r  approach has  r e -  

c c ~ l t l y  been fbllo\-ved in t l ~ c  A T N  p a r s e r  of Woods Lunar Sciences Naturaf 

Languagc Information Sys tem [ I  21, but t h e r e  the semant ic  in t e rp re te r  i s  

made  t o  pick up  t he  slack. ) 

A second design principle which had a m a j o r  impact  on the  ~ t l e c h a n i s m s  

f o r  computing su r face  s t r u c t u r e s  from input s t r i n g s  was the a l feady-men-  

tioned goal of providing broad coverage of syntact ic  a l te rna t ives  t o  promote 

e a s e  of use.  (As should be fa i r ly  obvious, expansion of g rammat ica l  

coverage - -  even in a r e s t r i c t e d  domain of d i scourse  - -  ill general  entai ls  

not only an inc rcase  in the size and complexity of lexicon and sur face  gram- 

mar  but a lsg  an  inc rease  in  the  potential for  lexical  and syntactic  ambi- 

guity. ) 

Two c l a s s e s  of syntactic a l te rna t ives  whose coverage a t  the  surface 

syntax level led to specific problems.ultimate1y resolved by t h e  use of 

s t r ing  t ransfornla t ions  w e r e  strahded preposit ions and clas'sifier cons t ruc-  

tions. In both c a s e s  the problems s t e m m e d  from the introduction of new 

posslbili t ieb for  incorrect ly  connecting a preposit ion o r  preposit ional  

ph rase  to the balance of the su r face  s t ruc ture .  Stranded preposit ions 

o c c u r  with some  f ~ e q u e n c y  in wh-questions a n d  re la t ive  c1auscs.in English 

often yielding re su l t s  whose naturalnes  s c o m p a r e s  favorably with that  of 

t h c  correspontling non-stra~lcied vers ions ,  a s  in (1 ) ( 3 )  below. Becausc 



~f t h e s e  c i r cums tances ,  we felt obfiged t u  provide f a r  such coxlstructions 

(1)  a. Whatcompanies d i d X Y Z  selloilto? 

b. To what companies  did XY Z. sell oi l?  

[ 2 )  a.. What was the city which ABC's headquar t e r s  was  located in 
i n  1 969? 

b. What was the. c i ty  i n  which ABC's  headquar t e r s  .was l o c a k d  in 
19697 

( 3 )  a. What company was Mr. J o n e s  the pres ident  & in 1972 

b. ? Of what company was Mr: J o n e s  the pres ident  in 19727 

even in early versions of our grammar. The c a s e  fo r  including c l a s s i f i e r  

construct ions ,  in  which proper nouns are  optionally accompanied by a corn- 

m a n  noun designat ing the i r  s e m a n t i c  c l a s s  [cf. *e (a) versi'ons of ( 4 ) -  (7)), 

did  not s e e m  quite  a s  c ~ m p e l l i n g  a s  tha t  for s t randed  prepositions, s ince 

(4) a. the City of Sheboygan 

b. Sheboygan 

State 
' (5)  a. the - Co-mmonwe'8lth of Massachusetl  

b. Massachuse t t s  

Company 6 a. (the) Tentacle  - Corporation 

b. Tentacle 

(7) a. the  yeay (of) - 1965 

b. 1965 



the vers ions  with c lass i f ieas  have a formal ,  slightly pedantic quality tha t  

is absent  f r o m  t h e i r  c l a s s i f i e r - l e s s  counterpar t s .  Nevertheless,  t he re  

appeared  to be no reasonable  grounds (such as obscuri ty,  doubtful g r a m -  

maticality,  and the  l ike)  for excluding them f r o m  the subset.  

A th i rd  factor  affe.cting the per formance  of the  "bootstrap" was the 

conscious decision t o  t r y  t o  get  along initially with a shrfac.e p a r s e r  which 

would be maximally s imple  with r e s p e c t  to  both its computat-ional mechan- 

i s m  and its sur face  phrase  s t r u c t u r e  g r a m m a r .  In par t icular ,  th is  rneant 

empiuyment of a context-free p a r s e r  without eith.er the complicat ions o r  

the benefits af sensi t ivi ty to  syntact ic  and semant ic  Zeatures [ I  1 ,  131. The 

hope was that any additional su r face  p a r s e s  which resu l ted  f r o m  this ap- 

proach would be effectively f i l t e red  out during t fansformat iona l  parsing 

by the var ious  wel l - formedness  checks  on inve r se  derivations d iscussed  a t  

the  end of Section 2. 

3 .  2 Ear ly  Experience with the Parser 

Starting in  late 1971, t e s t s  began on an  inve r se  t r a n s f o r n l a t ~ o n a l  

g r a m m a r  whose generat ive counterpar t  had been developed with the aid of 

Joyce F r i e d m a n ' s  t ransformat iona l  g r a m m a r  t e s t e r  [14] . In the in t e res t  

of debugging the s y s t e m  with as  few .unnecessary con~p l i ca t ions  a s  possible,  

the ini t ial  examples  were "spoon fed" to the p a r s e r  using a minimal  lexicon 



and su r face  g r a m m a r .  While revealing no c r i t i c a l  p roblems with the boot- 

s t rap ,  these first trial runs  indicated that  incor rec t  sur face  s t r u c t u r e s  

w e r e  indeed produced along with the  c o r r e c t  ones and tended to  give r i s e  

to ana lys i s  paths which continued fo r  some t ime before  being abor ted by 

well-fornledness t e s t s .  Sentences with ambiguous v e r b  f o r m s  w e r e  a case 

in point. Thus, i n  the  question "What companies  a r e  computers  made  by? ' I  

the s u r f a c e  p a r s e r  produced two a l m o s t  identical  s t r u c t u r e s  - -  the  first 

with "made" taken a s e a  finite verb in  the  past  t ense ,  the second with it 

taken (co r rec t ly )  as  a past  part iciple.  T.he first ana lys i s  initiated a lengthy 

inve r se  derivation tha t  was t e rmina ted  a s  i l l - formed only a f t e r  t h e  e n t i r e  

postsycle and the first inve r se  cycle  had been t r a v e r s e d ,  meaning that 

near ly  a s  much time was spent in pursuing this  i n c o r r e c t  path as was re-  

quired t o  follow the c o r r e c t  one. In th i s  and a number  of s i m i l a r  c a s e s ,  

however,  it was observed  that i l l - formedness  of the su r face  s t r u c t u r e  

could have readily been detected a t  02 n e a r  the outset  of the t r ans fo rma-  

t ional  parsing p r o c e s s  by performing t e s t g  employing the pattern-matchin 

power of t ransformat iona l  rules .  This  observation led to  the introduction 

of so-called blocking rules in the t ransformat iona l  g r a m m a r ,  rules which 

proved to  be quite effective in detecting and f i l ter ing out i l l - fo rmed  s t r u c -  

t u r e s  such a s  the incompatible auxi l iarylf ini te  verb combination in  the 

example just  considered,  



I11 the  s p r i n g  of 1972, t he  s u r f a c e  g r a m m a r  w a s  g rea t ly  expanded i n  

a n  attempt ta c o v e r  the  full  r a n g e  of s t r u c t u r e s  that could be  produced by 

thk set of t r a n s f o r m a t i o n a l  r u l e s  then in use.  At tha t  point, the  m m b i n e d  

e f fec t  of the  va r ious  des ign dec i s ions  affect ing s u r f a c e  s t r u c t u r e s  and s u r -  

face pars ing  b e c a m e  immed ia t e ly  and painfully evident  in t h e  f o r m  of a 

combina tor ia l  explosion: The br ie f  and apparen t ly  innocuous ques t ion  (8) 

(8) "Is the  h e a d q u a r t e r s  of XY% in Buffalo? I '  

produced no l e s s  than 1 9  s u r f a c e  p a r s e s ,  a f i g u r e  which s o a r e d  t o  147  

when a t h i rd  preposi t ional  p h r a s e  w a s  in t roduced by replac ing "Buffalo" 

with the  c l a s s i f i e r  cons t ruc t ion  "the ci ty of Buffalo" Although a blocking 

r u l e  for detect ing spur ious  s t r a n d e d  prepos i t ions  r a t h e r  quickly kil led off 

16 of the  19 a n a l y s e s  in the f o r m e r  c a s e ,  t he reby  reduoing the  ana lys i s  

p r o b l e m  to t r a c t a b l e  s ize ,  the  s y s t e m  w a s  unable t o  cope wi th  the  l a t t e r  

s i tua t ion  a t  a l l ,  due to p rob len l s  of s t o r a g e  overflow. 

Thoughts of what would inevi tably happen if we added y e t  ano ther  p r e p  

os i t ional  p h r a s e  (as  in " W a s  t he  h e a d q u a r t e r s  of X Y Z  in t he  c i ty  of Buffalo 

i n  1971? " )  m a d e  it c l e a r  t h a t  killing off unwanted s u r f a c e  parses  a f t e r  the 

f ac t  by m e a n s  of blocking r u l e s  w a s  not enough, m e a s u r e s  would have to  

be adopted which would p reven t  fo rma t ion  of m o s t  such a i ~ a l y s e s  in  the  

first place.  Two c o r r e c t i v e  s t e p s  w e r e  t aken  a l m o s t  i m m e d i a t e y :  

(a) cove rage  of c l a s s i f i e r  cons t ruc t ions  w a s  t e m p o r a r i l y  d ropped ,  and 

(b) it was  decided to exp lo re  whaf could be clone towards  e l i 'n~inat ion  of 



spur ious  s u r f a c e  p a r s e s  through se lec t ive  ref inement  of ca tegory  dis t inc-  

t ions in the su r face  g r a m m a r .  

In the l a t t e r  a r e a ,  it was  d i scovered  (not s u r p r i s i n g l y )  that  d i f fe rences  

in the  su r face  s t r u c t u r e  dis t r ibut ion of preposi t ional  ph rases ,  genit ive 

noun phrases ,  anu o ther  types  of noun p h r a s e s  could be effectively ex-  

ploited to s u p p r e s s  i n c o r r e c t  p a r s e s ,  a s  could dis t r ibut ional  c o n t r a s t s  be-  

tween proper  nouns ahd common nouns, finite v e r b s  and par t ic iples ,  e t ~ .  

(In the c a s e  of (8)  above, 1 3  of the  o r ig ina l  19 p a r s e s  w e r e  ruled out on the 

ground tha t  p roper  ,nouns cannot take modif ie rs ,  while 3 m o r e  ana lyses  

(plus 4 of the 13  a l r eady  e l imina ted)  w e r e  excluded oq the bas i s  of d i s t r ibu  

t ional  dist inct ions between prepositioxlal p h r a s e s  and o ther  noun p h r a s e s .  ) 

I n ~ p l e n ~ e n t a t i o n  of the  re f inements  in  the  s u r f a c e  g r a m m a r  r equ i red  

n m e r o n s  par t -of-spcech code changes  in the lexicon and a subs tan t ia l  in- 

crease  in the  number  of r u l e s  in the  s u r f a c e  g r a m m a r .  Beyondth is ,  the 

c e n t r a l  problem w a s  that  the  t r ans fo rmat iona l  g r a m m a r  defines a specif ic  

c h s s  of su r face  s t r u c t u r e s  - -  employing only e l e m e n t s  f rom a fixed s e t  of 

in te rmedia te  s y n ~ b o l s  - -  a s  the p a r s e s  which m u s t  be found. Iri o r d e r  t o  

meet th i s  requirement ,  the by now considerably expancicri s e t  of in ter -  

media te  symbols  e.mploycd in the s u r f a c e  g r a m m a r  had t o  be rnapped onto 

the  s m a l l e r  set ~ o ~ r t ~ p a t i b l c  with the  t ransformat ions .  Thus, fo r  example ,  

PP (preposit ional  p h r a s e )  and NPG (genitive noun p h r a s e )  nodes in  each s u r -  

face s t r u c t u r e  would be replaced by N P  nodes before  t r ans fo rmat iona l  



pars lng began - -  lortunately a n  ex t remely  s imple  and rapid operation. (In 

the m o s t  re-cent vers ion of REQUEST, the s u r f a c e  g r a m m a r  employs a 

to ta l  of 32 t e m p o r a r y  node n a m e s  fo r  this  purpose;  they a r e  subsequently 

mapped onto a s e t  of only 9 nodes f o r  purposes  of t ransformat iona l  parsing.  

3 . 3  Prob lems  of Growth of Coverage 

The var ious  m e a s u r e s  just  descr ibed  had the effect of stabilizing the 

incidence of a r t i f ic ia l  su r face  s t r u c t u r e  ambiguit ies a t  a to lerably  low 

level  f o r  a  pecriod of about a  y e a r ,  during which the t ransfonmational  

g r a m m a r  roughly doubled i n  s i ze  f r o m  about 35 ru le s  to ove r  70 a s  c o v e r -  

age was cxtcndsd t o  include such s t r u c t u r e s  a s  numer ica l  quantif iers ,  t i m e  

eosnpounds, and var ious  express ions  involving rank  ahd ordinality.  The 

principal  cos t s  of ambiguity suppress ion  w e r e  felt not in  the ana lys i s  pro- 

g r a m s ,  which requ i red  only negligible modification for  tha t  purpose, but 

r a t h e r  in the su r face  g r a m m a r ,  which g rew much l a r g e r  and m o r e  complex 

to the point where  i t  became r a t h e r  difficult to  work with. Since a number  

of additional extensions of g r a m m a t i c a l  coverage w e r e  under  act ive  con- 

siderat ion - - among t h e m  the r e s t ~ r a t i o n  of c l a s s i f i e r  construct ions  to the 

subse t  - -  it seemed des i rab le  to s e e k  out s o m e  nebw approach t o  ambiguity 

suppress ion which? would not fu r the r  overburden the su r face  g r a m m a r .  

The a l te rna t ives  originally cons idered  w e r e  uniformly unattract ive.  

In h e  c a s e  of the c l a s s i f i e r  constructions,  one could have achieved the 



immedia te  objective by s imply  loading up the  phrase  lexicon with a n  e n t r y  

f o r  e a c h  legi t imate  pair ing of a c l a s s i f i e r  with a p roper  noun, thereby  

achieving a mihor  gain in g r a m m a t i c a l  coverage  a t  the  p r i ce  of m o r e  than 

doubling the  s i z e  of t h e  lexicon. Another approach would have involved 

crea t ing  phrasa l  e n t r i e s  only for  the c l a s s i f i e r s  themse lves  --  e .  g . ,  

"the c i ty  of", the s t a t e  of", etc.  - -  leaving it to  s p e c i a l  ad hoc rout inas  a t  

the end of the p r e p r o c e s s o r  first to  check the p reprocessed  s t r ing f o r  the  

p resence  of immediate ly  following p r o p e r  nouns of the  corresponding s e m a n -  

t i c  c l a s s  and then to  effect  the appropr ia te  amalgamat ions  o r  deletions. 

The second a l t e r t ~ a t i v e  was quickly re jec ted  as  even m o r e  dis tas teful  

than tEe f i r s t ,  s ince despi te  i t s  re la t ive ly  s m a l l  in i t ia l  :ost, i t  would, i f  

used at a l l  extensively, have mcant  abandonment of an o therwise  o r d e r l y  

and perspicuous ana lys i s  procedbre.  This  t r a i n  of thought, however,  

eventually led to the  idea of modifying the  p reprocessed  s t r ing  not by ad 

hoc subroutines requi r ing  accre t ions  t o  the  program,  but hy m e a n s  of 

locally defined t ransformat iona l  r u l e s  employing the  s a m e  computat ional  

appara tus  and notational conventions a s  the existing forward  and  inve r se  

t ransformat ions .  Within a week of its conception, the  idea of a s t r i n g  

t ransformat ion  facili ty became a rea l i ty  through s o m e  minor  modifications 

to the  flow of control  of the p a r s e r .  

% Much of the e a s e  of th i s  t rans i t ion  s t e m m e d  f r o m  the general i ty  of the 
or iginal  p roperana lys i s  mechanism,  which was designed t o  accept  a 
l i s t  of t r ees ,  r a t h e r  than a single t r e e ,  a s  it3 input. 



4. The Use of Str ing Transformat ions  in the  REQUEST Sys tem 

>h 
Because they apply to s t r ings  of unconnected lexical  t r e e s ,  rabher 

than t o  ful l  sur face  t r e e s  with t h e i r  r ep resen ta t ion  of the s t r u c t u r e  of 

p h r a s e s  and c l auses ,  s t r ing  t r ans fo rmat ions  tend to be re la t ively  local in 

scope,  typically being r e s t r i c t e d  to construct ions  with contiguous e lements .  

Despite th is  inherent  l imitation, such  r u l e s  rapidly  found a wide var ie ty  of 

uses within the REQUEST System: Class i f i e r  construct ions  w e r e  readily 

identified md t rans fo rmed  into c l a s  s i f ie r le  ss coun te rpa r t s  by a handful of 

s t r ing  t ransformat ions .  Rules w e r e  a l so  wr i t t en  f o r  suppress ing  incor rec t  

s t randed  preposit ions,  resolving homography, and t rans la t ing  ce r t a in  

id ioms into a f o r m  m o r e  manageable fo r  the  su r face  p a r s e r .  Finally,  ex 

per iments  were  undertaken to explore  the possibili ty of employing s t r ing  

t ransformat ions  to dea l  with a l imited but potentially useful range of con- 

junction construations.  

A conlmon th read  running through s e v e r a l  of these  apparently d ive r se  

applications of s t r ing  t ransformat ions  is the  application of what would 

otherwise  have been t r ea ted  a s  the  inve r se  of a la te  postcyclic t r a n s f o r m a -  

tion a t  a point preceding su r face  s t r u c t u r e  pars ing in o r d e r  to achieve a 

* ~ t  Least initially. Some string t ransformat ions  cu r ren t ly  in use  produce 
what a r e  i n  effect par t ia l  surface s t r u c t u r e s  a s  output. In fact ,  it i s  
quite pos'siblc that  an  appropr ia te ly  chosen cyclical ly o r d e r e d  s e t  of 
s t r ing  t ransformat ions  could supplant the su r face  g r a m m a r  cn t i re ly ,  how- 
e v e r ,  such a dcvclopment a p p e a r s  unat t ract ive  a t  th i s  t i m e  due to  e f -  
ficiency considerat ions .  



simplification of the  su r face  grammar, a reduction i n  the number  of 

spur ious  su r face  parses , .  o r  both. (The benefits of such  a r eo rde r ing  sten] 

in  large p a r t  f r o m  the fac t  that  der ived  consti tuedr s t f u c t u r e  pa t te rns  p r o -  

vided f o r  a t  t h e  s t r ing  t r ans fo rmat ion  leve l  need not be dea l t  with in the  

su r face  g r a m m a r ,  thereby  reducing its s ize ,  its scope,  and its potential 

for  producing i o c o r r e c t  surfqce parses.)  In the  case  of c l a s s i f i e r  cons t ruc  

t ions (sect ion 4.1) and of ce r t a in  id ioms involving notions of rank (Sec- 

tion 4. 4), existing postcyclic t r ans fo rmat ions  we re  actual ly  replaced by 

s t r ing  t ransformat ions ;  while in  the c a s e  of s t randed  preposit ion p reven -  

tion (Section 4. 2 ) ,  a s t r ing  t r ans fo rmat ion  was made to  a s s u m e  much  of 

the load of an  existing postcyclic blocking rule ,  resul t ing in a highly bene- 

f ic ia l  el imination of unwanted su r face  p a r s e s  in both ins tances .  In o ther  

si tuat ions,  such a s  those  involving homograph resolut ion (Section 4. 3 ) and 

the  t r e a t m e n t  of the first group of id iom-process ing rules  d i scussed  in 

Section 4. 4, a cor respondence  of s t r i n g  t r ans fo rmat ions  to locally -defined 

postcyclic tqansformat ions ,  while potentially possible,  dl4 not actually 

exist ,  s ince no a t tempt  had been made t o  cover  the c o n s t r u c t i ~ n s  133 ques -  

tion p r i o r  to the introduction of s t r i n g  t ransformat ions .  

4. 1 Class i f ie r  Construct ions  

The s t r ing  t ransformat ions  re la t ing to c l a s s i f i e r  construct ions  a r e  

exemplified by-the r u l e  "City, State, Y e a r  C lass i f i e r  ", whose s ta tement  



is displayed in  F i g u r e  L using a hybricl t r e e / l l s t  notation in o r d e r  to en-  

hance legibility. Like' a l l  t r ans fo rmat ions  in  the REQUEST Sys tem,  th l s  

r u l e  cons i s t s  of a l i s t  with five main  sec t ions :  header ,  s t r u c t u r a l  pattern, 

c-ondition, s t r u c t u r a l  change, a n d  f ea tu re  change. The header ,  which 

s e r v e s  to identify the ru le  and a number  of bas ic  a t t r ibu tes  governing its 

applfcation, is in the f o r m  of a list compr is ing  the  name,  type (FORW, 

INVDIR, INVINIIIR, STRING, o r  BLOCK),  optionality (OB o r  O P ) ,  and 

mode (ALL, ANY, ONE, NA, o r  REANALYZE-) of t h e  t ransformat ion .  - 
Thus the ru le  CSYCLSFR i s  labeled a s  a s t r ing  t r ans fo rmat ion  whose 

execution is - obligatory for  a l l  m a t c h e s  tha t  m a y  occur  in the list of t r e e s  - 

being processed .  

The s t r u c t u r a l  pat tern  (possibly qualified by fu r the r  cons t ra in ts  ex- 

p r e s s e d  in the  condition sec t ion)  defines the domain of applicability of 

the t ransformat ion  in t h e  f b r m  of a list of pa t te rn  e lements ,  e a c h  specify- 

ing a t r e e  o r  c l a s s  of t r e e s .  F o r  a match t o  occur ,  i t  m u s t  be possible to  

part i t ion thc input t r e e  (or  l i s t  of t r e e s )  into a l i s t  of non-overlapping, 

adjacent  t r e e s  e a c h  of which m a t c h e s  the  corre sponcling pa t te rn  e lement .  

Thus, the s t r u c t u r a l  pat tern  in F i g u r e  2 indicates  that  the r u l e  CS'YCLSFR 

r e q u i r e s  that  the  p reprocessed  s t r ing  be part i t ionable into the  following 

six-segme'nt sequence:  (1 ) a n  a r b i t r a r y  in i t ia l  segment  (possibly nul l )  

designated (X . 1 ) , ( 2 )  a n  occur rencb  of thc  definite a r t i c l e  T H E ,  ( 3 )  a 

common NOUN (al ready rep resen ted - in  our  su r face  s t r u c t u r e  a s  dominating 



Header: (CSYCLSFR STRING OB ALL) 

Structural  Pattern: 

((X. 1) ( T H E . 2 )  NOUN (OF . 5 )  ( ( INDEX . 6 )  
(ORX (t CITY 
+ STATE + Y E A R ) ) )  

l' (INDEX . 4 )  

(CITY . 3 )  
(STATE. 3 )  

Condition: 

( E Q U A L  ORX (QUOTE {t (NODENAMEOF 3 ) ) )  ) 

Struc tura l  Chanec 

Feature  Chanee: 

NIL 

Figure  2: The St r ing T r a n s f o r m a t i o n  
"City, State, Year  Classifier " 



an underlying predicate  ( V )  and a-n INDEX) which happens to be one of the 

three c l a s s i f i e r s  CITY, STATE, 02 YEAR, '(4) an occur rence  of the p r e p -  

osi t ion OF:  (5 )  an  INDEX bearing one of the f e a t u r e  pairs (+ CITY), 

(t STATE), o r  (t YEAR)  (the absence  of a  preceding V node here  i s  suffi  

c ien t  t o  guarantee  that  any matching item wil l  n e c e s s a r i l y  be an INDEX 

(t CONST )' - - i, e .  , a proper noun); and ( 6 )  a n  a r b i t r a r y  (pos slbly nul l )  

f inal  segment,  designated by (X . 7) .  The condition adds 'the fur ther  st ipu- 

$ 
lat ion that the value of the var iab le  ORX be  compatible with node 3 in the 

pat tern  - -  i. e . ,  the  proper  noun m u s t  belong to the semant ic  c l a s s  desig-  

nated by the  c lass i f ie r .  

The s t r u c t u r a l  change pf a  t ransformat iona l  ru le  may be s ta ted in  one 

of two wayso  

f I )  If the change i s  re la t ively  s imple  f a s  h e r e )  it may conveniently be 

s ta ted  in 5he f o r m  of two l i s t s  of numera l s  r e f e r r i n g  to the  cor respond-  

ingly labelled e lements  of the s t r u c t u r a l  pat tern.  The first l i s t  identif2es 

the e lements  under conslderat ior  the  second list (whic'h m u s t  contain the 

same number of e lements  a s  the  first) specif ies  what (if anything) happens 

to  each  of t h e m  - -  replacement ,  deletion, s i s t e r  adj-unction t k  another 

e lement ,  e tc .  In the c a s e  of C S Y C L S ~ R ,  the change specif ied is the 

* 
In addition to  providing va r i ab les  ALPHA,  BETA, and GAMMA, ~ h i c h  
range over thc  s e t  d fea ture  values {t  1 ,  8 the  notational s y s t e m  of the 
REQUEST t ransformat iona l  c o ~ n p o n e n t  includes t h e  var iab les  ORX,   OR^ 
and ORZ, which range over  s e t s  of (feature value,  fea ture  name)  pairs .  



deletion of the t r e e s  whbse top nodes arc  labelled 2, 3 4, and 5 (including 

by convention, any higher  nodes which dominate only deleted nodes). Thus 

the effect of the rule  i s  t o  el iminate a l l  c l a s s i f i e r s  of the designated type 

f r o m  the  preprocessed  string: 

12) Alfernatively the  s t r u t t u r a l  change m a y  be expressed as a list of 

e lementary  operations, drawn from the s e t  REPLACE,  DELETE, 

LCHOMADJ, RCHOMADJ), and t h e i r  arguments .  This  notation is typi- 

cal ly employed when fixed trees a r e  inse r t ed  (although the first option m a y  

still be taken in such c a s e s )  and is obligatory whenever a choice is made  

among al ternative s t r u c t u r a l  changes by evaluating one o r  more  condi- 

t ional exprkssions.  Had this  second option been talcen in  the c a s e  of the 

p r e s e n t  rule, its s t r u c t u r a l  change would have read: ((DE'LETE 2 )  

(DELETE 3 )  (DELETE 4) (DELETE 5 j). 

The fezture  change section of each  t ransformat ion  is always expressed  

as a ligt of elementary operat ions which are  m e m b e r s  of the se t  {INSERT, 

DELETE}, together with the i r  assoc ia ted  arguments .  Where no fea ture  

change is associa ted with a rule,  as is the  c a s e  for  CSYCLSFR, th i s  

final sectiorr of the ru le  s ta tement  is specified a s  N I L ,  the  e p p t y  dst. 

(The s t r u c t u r a l  change and condition sect ions  of t ransformat ions  can 

s imi la r ly  be defined a s  N I L ,  clenofing that  the t r e e  s t r u c t u r e  r e m a i n s  un- 

changed and that- t h e r e  a r e - n o  extra conditions on a o ~ l i c a b i l i t y ,  respectively.  ) 



Two other  c lass i f ier-dele t ing s t r ing  t ransformat ions  which a r e  v e r y  

s i m i l a r  to "C<ty, State, Year  Class i f ie r"  a r e  t h e  r u l e s  "Year Cltissifier ' l  

(Y RCLASFR) and  "Company Class i f i e r "  (COCLASFR) The f o r m e r  de - 

l c t e s  the l e s i c a l  t r ees  corresponding to  the underl ined m a t e r i a l  in 

examples like ". . . the year 1968.  . . " ,  while the l a t t e r  does  t he  same  

I thing in  examples  such a s  . . . bhe) - American  Can Company.  . . . Although 

the  underlyidg predicate  COMPANY is the only one specif ied in the s t r u t -  

t u r a l  pat tern of COCLASFR,  the ru le  actually applies to ins tances  where  

1 1  a f o r m  of e i ther  of the words  company" or"'corpoi.ation" has been uwd 

in the input s t r ing,  owing t o  the  fac t  tha t  the  lexicon as s igns  the s a m e  under-  

lying predicate  to both i n  recognition of the i r  synonymity 

"City State Blockff  (CSBLOCK) and "City State" (CITYSTATJ a r e  ttyo 

ru les ,  re la ted t o  the preceding ones,  which i l lu s t r a t e  additional a spec t s  

of the system. Both of t h e s e  rules follow CSYCLSFR in the  list of str ing 

kransformations.  As indicated by its header  information-, (F igure  3(a)),  

CSBLOCK is a blocking ru le  (BLOCK), which enta i ls  that  it i s  obligatory 

(OB) and will  r e su l t  i n  terminat ion of the c u r r e n t  analysis  path i f  the 

s t r u c t u r a l  pat tern  matches  the p reprocessed  s t r ing  at leas t  once. The 

s t ruc tu ra l  pat tern  +s identical  to that  fo r  CSYCLSFR save for  the o m i s -  

s ion of the a l te rna t ives  relat igg to €he predicat'e Y E A R  and the  feature  

(t Y E A R )  Due to the para l le l i sm of the s t r u c t u r a l  pa t t e rns  and the re la -  

tive order ing of thc two ru les ,  i t  is necessa r i ly  the  c a s e  \ h a t  CSB.LOCK 



-Header: (CSBLOCK BLOCK OB Q N E )  

Stl'uctural Pattern: 

((X. 1 (THE.  2 )  N O U N  (OF . 5 )  ( ( INDEX . 6 )  ( x .  7 ) )  

/\ 
(ORX (4- CITY 

+ STATE)))  
V (INDEX . 4)  

S t r u ~ t u r a t  Change: NI L 

Feature Change: N I L  

Header :  (CLTYSTAT STRING OB A L L )  

S t ruc tu ra l  Pa t t e rn :  

Condition: N I L  

((X . 1 ) ((INDEX . 6 ) ( t  CONST 

S t ruc tu ra l  Change: 

1 

(COMMA. 3 )  ( INDEX(+ CONST 

F e a t u r e  Change:, 

((INSERT 6 ((t CITYSTATE))) ) 

(b 

I 
(X 

t CITY ) )  f t STATE)) 

(w 2 )  l NIL (w 4) 

F i g u r e  3 :  The Rules CSBLOCK and CITYSTAT 



wil l  apply i f  and only if the c l a s s i f i e r  and the  following proper  noun do 

not cor respond (any corresponding c l a s s i f i e r s  having a l ready  been dc-  - 

leted by CSYCLSFR). Thus CSBLOCK h a s  the effect  of abort ing ana lyses  

where  a proper  name known to the s y s t e m  as  designating a s ta te  h a s  been 

c lass i f ied  as  denoting a city,  o r  v i ce -ve r sa  

The ru le  CITYSTAT does  not r e f e r  t o  c l a s s i f i e r s  a s  such, but  it 

does  d e a l  with a proper  noun construct ion even more important  f o r  our  

pa r t i cu la r  subset:  the  p rec i se  identification of a specific ci ty by append-  

ing the  appropr ia te  s ta te  name  to the  c i ty  name. This  construct ion is e s s e n -  

tial in distinguishing among such c i t i e s  a s  Por t land,  Maine and Port land,  

Oregon,  not to mention the eighteen va r i e t i e s  of Springfield in the con- 

.I. .I .,' .,E 

t inental  United Sta tes  The s t r u c t u r a l  pattern of the  r u l e  (Figure  3 ( b ) )  

specif ies  a domain consist ing of a c i ty  n a m e  ((INDEX . 6 )  (+ CONST + CITY))  

followed by a n  optional comma, followed by a s ta te  name (INDEX (t CONST 

*** 
t STATE)), where the ac tua l  city name is a single t r e e  (W . 2 )  and the 

I 
Such a situation would always a r i s e  in process ing such inputs as  

City 
"the 1 1 o l  Ncw York", effectively resolving the  ambiguity of the 

State 
8 

proper  noun, if the u s e r  w e r e  not previously asked by the s y s t e m  t o  r e -  
solve it, a s  i s  our  c u r r e n t  pract ice ,  

** 
Cf, r x e r e n c e  15. 

*:k# 
The s t ruc tu ra l  var iable  W i s  employed in s t r u c t \ i r a l  pa t te rns  in  place 

of the  m o r e  u s u a l  X whenever one wishes  to specify the occur rence  of 
precisely one unknown tree. 



s ta te  n a m e  a single t r e e  (W . 4 ) .  A s  indicated by the s t r u c t u r a l  change, 

each match r e s u l t s  i n  the  rep lacement  of the t r e e  label led 2 by a l i s t  of 

t r e e s  consis t ing of i t se l f  and the  t r e e  label led 4, thereby  pairing the s t a t e  

name with the city name by what amounts  to r ight  sister adjunction. The 

optional. c o m m a  (COMMA 3 )  and the  s t a t e  name  (W . 4) - -  plus, by the  

convention c i ted e a r l i e r ,  the s t r u c t u r e  dominating r~ - -  a r e  deleted. 

Finally,  the  fea ture  (t CITYSTATE) is added to  the  fea turg ' l i s t  of t h e  

node (INDEX . 6 ) ,  where i t s  p resence  wilL eventually be noted by t h e  

semant ic  i n t e r p r e t e r  as r e w i r i n g  a match on both e lemen t s  of a (ci tyname, 

s t a t e n a m e )  pair  in the  data  base. A s  far as the t ransformat iona l  corripon- 

ent  is concerned,  the ne t  effect of the rulg is,.to make "city, s ta te"  con- 

s t ruc t ions  pass  through both fhe s u r f a c e  p a r s e r  and the  inve r se  t r a n s f o r m a -  

t iohs a s  though they were s imple  c i ty  n a m e s ,  

4. 2 Stranded Prepos i t ions  

"Stranded Prepos i t ion  Prevention" (Figuse 4 )  is a s t r i n g  t r ans fo r rna -  

tibn designed to prevent  su r face  s t r u c t u r e  parses in  which non-s t randed 

preposi t ions  are  e r roneous ly  anaalyzed a s  s t randed  ones. Since m o s t  

prepasi t ions ,  whether s t randed  o r  not. are obligatori ly p resen t  in  s u r -  

face s t r u c t u r e s ,  th i s  r u l e  n e c e s s a r i l y  r e f l e c t s  an  approach  ve ry  d i f fe r -  

ent  from the "recognize and dele te"  s t r a t e g y  employed in the  s t r ing  t r a n s -  

format ions  involving c l a s s i f i e r s .  What is done h e r e  i s  to ass ign  new word 



c l a s s  codes  to  those  preposi t ions  de te rmined  to  be non-s t randable ,  and to-  

wr i te  the s u r f a c e  struct 'ure r u l e s  for  the  new codes  in  such  a way that they 

a r e  only allowed t o  combine with a following noun phrase .  

E x p r e s s e d  in ~ d i n a r y  English, the  s t a t e m e n t  of the  ru le  r e a d s  about 

a s  follows: "Replace the word  c l a s s  code of e a c h  preposi t ion by the  c d r r e s -  

ponding code f o r  non- s t randable  preposi t ions  except w h e r e  the  preposit ion 

immedihte ly  p r e c e d e s  a n  auxi l iary ,  a punctuation mark, a v e r b  fo rm,  o r  

another  ~ r e p n ~ i t i o n ,  a s s i g n  any locative f e a t u r e  a s soc ia t ed  with the or ig ina l  

w o r d  c l a s s  code t o  the new word  c l a s s  code". As s ta icd  - -  and a s  c u r -  

r en t ly  implemented - -  the  r u l e  may well be a t  once both too  weak and too 

s t rong,  at l e a s t  i n + a n  absolute sense .  It is probably too weak  in tha t  it 

wi l l  fa i l  t o  labe l  a s  non-s t randable  any preposi t ion which immedia te ly  p r e -  

c e d e s  a noun p h r a s e  beginning w i t h  an adject ive  (VADJ), as, for  example; 

in the sequence "to l a r g e  companies".  This  s o r t  of deficiency is of littLe 

consequence,  however,  s ince t h e  r u l e  wil l  serve its purpose wel l  i f  it 

fa i l s  t o  catch a n  occas iona l  non-s t randable  preposit ion,  leaving things a s  

ambiguous a s  before  in  those  c a s e s .  

Excess ive  s t rength,  in the  s e n s e  of mark ing  some s t r anded  p r e p s i -  

t ion as  non-strandable,  is potentially a much more s e r i o u s  flaw, since 

it precludes  obtaining a c o r r e c t  ana lys i s  in such  ins tances .  Examples  

such a s  ( 9 ) ,  w h e r e  SPRPPREV would fa i l  in jus t  t h i s  way by applying 



Header:  ( S P R P P R E V  STRING 033 ALL) 

Structural  Pattern: 

(PREP . 
I 

' PREPOF 

Condition: (NOT (ANALYSIS 4 NIL (QUOTE( 

S t ruc tu ra l  Chanrre 

p( (BAUX ) ) 
((COMMA 1) 
('(DAUX 1) 
( (PREP'))  
((\PUNC T ) )  
( ( V ) )  
( ( V A D J ) )  

C ( (V'ING 1) 

((CONU (2 

(COND((ANALYS1S 2 NIL (QUOTE ( ((PREP((+ LOCZ))) ) ) )  ) 

(REPLACE ( (NSP GI?((+ LOC2)) )  ) 2 ) )  P 

(3 (REPLACE (NSPREPOF) 3 ) ) )  ) 

I 
Feature  Change: N I L  

F i g u r e  4: The String Transformat ion "Stranded Preposi t ion  P r e v e n t i o ~  



incorrect ly ,  a r e  not  par t icu la r ly  difficult to  think up.. However ,  the 

(9 )  Was the company X Y Z  bought bal lbear ings  from a subs id ia rv  01 
Universa l  Nut & Bolt? 

g r e a t  major i ty  of such examples - -  including (9 )  - -  seem t o  be i r r e l evan t  

to the  p resen t  REQUEST data base. Thus, while it i s  c l e a r  tha t  ou r  

in i t ia l  ru l e  for  s t randed  preposit ion prevention does not provide anything 

approaching a genera l  solution t o  the problem,  it does appear  t o  be work-  

ing sat is factor i ly  for  the  moment  in  eliminating a r t i f i c i a l  su r face  ambig-  

uities within a na r row domain of d i scourse .  

4. 3 Homograph Resolution 

One of the s inlpies t  and yet  m o s t  useful  of the 3 3  s t r lng  t r a n s f o r m a -  

t ions  inl the c u r r e n t  vers ion  of REQUEST i s  the ru le  "Ordinal Format ion"  

(ORDFORM). Its function is to match on each  s t r i n g  consist ing of an  

a r a b i c  n u m e a l  immediate ly  followed by any m e m b e r  of the s e t  of English 

ordinal- forming suffixes {d, nd, rd ,  s t ,  t h )  and m a r k  the sequence as a n  

0-rdinal numeral .  The operat ion of ORDFORM (Figure  5 )  is en t i re ly  

s t ra ightforward.  By this  p o h t  i n  the ana lys i s  p rocess ,  a l l  a r a b i c n u m e r -  

a l s  have a l ready  been assigned lexical  t r e e s  dominated by the node 

(VADJ (t CARD))  - -  the combination denoting a ca rd ina l  n u m e r a l  - -  during 

the  input scanning phase of the p r e p r o c e s s o r ;  while the ordinal- forming 

suffixes have been ass igned . t rees dominated by the category ORD du r ing '  



Header:  (ORDFORM STRING OB A L L )  

Structural P a t t e r n :  

( (X . 1 ) ((VADJ-.  2 )  (+ C A R D ) )  (ORD 3 )  (X . 4))  

Condition: N I L  

S t ruc tu ra l  Change:  

((DELETE 3 ) )  

Feature Chtinge: 

((DELETE 2 (CARDL) (INSERT 2 ((4- ORD)))  ) 

F i g u r e  5 :  The St r ing  T r a n s f o r m a t i o n  ' 'Ordinal F o r m a t i o n "  



the lexical Lookup phase. ORDFORM simply f inds each ins tance  in the  pre- 

p rocessed  s t r ing where a (VADJ (t CARD)) immediate ly  p recedes  an ORD, 

h l e t e s  the  ORD t r e e ,  and changes  the  f ea tu re  on the V A D J  from (t CARD)  

to (t O.RD), the reby  identifying that item a s  a n  ord ina l  numeral r a t h e r  

than a cardinal. 

The approach just descr ibed  has  the advantage of putting a n  unlimited 

s e t  of ord ina ls  a t  the disposal  of the u s e r  a t  negligible cost ,  involving a 

few very  minor  additions to  the  lexicon and none a t  a l l  to  e i the r  the su r face  

g r a m m a r  or the p r e p r o c e s s o r .  The a l t e rna te  of using a postcyclic t r a n s -  

formation instead of a s t r ing  t ransformat ion  to achieve the s a m e  coverage 

w a s  avoided because it would have imposed the  additional r equ i remen t  that  

the sur face  g r a m m a r  be significantly enlarged through the inclusion of a t  

l e a s t  t h r e e  new ca tegory  symbols  (for card ina ls ,  ordinals ,  and ordinal  

suff ixes)  along with a s e t  of context- f ree  r u l e s  descr ibing t h e i r  d is t r ibu-  

tion. Although identification of ordinal n u m e r a l s  of th is  type  could also 

have been effected by buildingrthe appropr ia te  t e s t s  d i rect ly  into the p r e p r o -  

ce*s so r ,  the Zatte r a l tcrnat lve  would have been much l e s s  a t t r a c t w e  than 

the s t r ing  t ransformat ion  approach for  a t  l e a s t  two reasons :  F i r s t ,  it i s  

inhere-ntly p e s s i e r  to bury suc-11 operat ions  in  a spec ia l  program subroutine 

than to deal  with them a s  just  another  t ransformat iona l  rule.  Second, and 

more important ,  is the fact that  the la t te r  approach  makes the s y s t e m  less 



general and flexible, since ma te r i a l  specific to  English is directly r e -  

flected in the. s t r u c t u r e  of the  program itself, r a t h e r  t h a n  being confined 

t o  the grammar, where  it is readily accessible t o  the  l iaguist  who may 

wish t o  modify it -or replace- it by material describing some other na tu ra l  

language. 

Another s t r ing t ransformat ion  cur ren t ly  employed t o  r e s o l v e  word  

c l a s s  homography on t he  basis  of local context  is the rule "Card ina l  

Noun ' (CARDNOUN),  which wi l l  be discussed only br ie f ly  here.  The 

ru le  dist inguishes i n s t a n c e s  where a cardinal n u m e r a l  functions as  a 

p r o p e r  noun (1 0 )  from those  in which it s e r v e s  a s  a n u ~ n e r i c a l  quantif ier  

pf  a following nominal express ion  (1 1 ) .  It does so by checking the im- 

mediatd right-hand cbntext  o f  each ( V A D J  (+ C A R D ) )  fo r  the  presence of 

(10) Is the number  of companies in  Chicago greater than 16? - 

(1 1 ) WPat companies employed at  least 200, 000 people in 19737  

items (such as articles, ausiliarie s i  punctuation, and verbs ) which are  

incompat ible  with the l a t t e r  possibi l i ty,  replacing the  VADJ s t ruc ture  by 

a correspondilrg proper  noun s t r u c t u r e  whenever a  match occurs .  

(CARDNOUN fol lows ORDFORM in t he  list of s t r i n g  transformations in 

o r d e r  to take advantage of the l a t t e r ' s  replacement  of c e r t a i n  ca rd ina l s  

by co r r e spond ing  o r d i n a l s .  ) 



4. 4 Idiorrl Proces sing 

By their very definition, id iomat ic  expressions a r e  i t e m s  which pre- 

sent  problems in  g r a m m a t i c a l  ana lys i s ,  sernan'tic in te rpre ta t ion ,  o r  both. 

Although it would be v e r y  tempt ing  t o  exclude a l l  cons t ruc t ions  of th i s  

sort from the Engl i sh  s u b s e t  of REQUEST, t h e  c u r r e n c y  and na tu ra lness  

of many id ioms  is s o  g r e a t  t h a t  such  a  prohibit ion would entai l  abandon- 

m e n t  of ou r  g o a l  of permit t ing fu tu re  u s e r s  to employ t h e i r  n o r m a l  pat-  

t e r n s  of express ion .  

F o r  id ioms  such a s  "make money", (in the. s e n s e  of "be profitable"),  

where the components  a r e  ad jacen t  and  the  n u m b e r  of parad igmat ic  v a r -  

i an ts  are few, one possible  approach  is to  deal w i t h  the  problem by putting 

appropr i a t e  e n t r i e s  in  the phrase  lexicon. F o r  example, the  e n t r y  for  

"makes money" in  our  p r e s e n t  lexicon t r e a t s  tha t  combinat ion a s  aan in- 

t r a n s i t i v e  v e r b  in  the p r e s e n t  t e n s e  and s ingu la r  number  which dominates  

the  s a m e  under lying p red ica te  and has the  s a m e  se lec t iona l  f e a t u r e s  a s  

the  adject ive  "profitable". Even in  such  a re l a t ive ly  s t r a igh t fo rward  

case, however ,  it is not difficult  to think of minor  extensions, such  a s  

the inclusion of negatives ("make no m o n e y " ) ,  which wil l  a t  l e a s t  r e q u i r e  

another  s e t  of pHrasa1 e n t r i e s .  Moreover ,  the p h r a s e  lexicon approach  

b r e a k s  down c o n ~ p l c t e l y  a s  soon  a s  o n e  d e a l s  with an  id iomat ic  cons t ruc -  

t ion :hat includes  afl open class  as  one of its components ,  producing a 

si tuat ion p a r a l l e l  to  tha t  encountered  e a r l i e r  fo r  c l a s s i f i e r  cons t ruc t ions .  



The a t t empt  to  provide broad coverage of cons t ruc t ions  involving 

notions of rank and ordinalitty Led to  the cons idera t ion  of a number  of 

comnlon idiomatic j ~ a t t e r n s  inc luding a r b i t r a r y  c a r d i n a l  o r  o rd ina l  numer - 

als.  These pat terns ,  three of which are i l l u s t r a t ed  in  (1 2 )  , were even- 

tually dealt with s u c c e  s sful ly by the development  of s t r i n g  t r a n s  forma - 

t ions designed not-only to c o p e  with t h e r  syntactic pecul ia r i t i es  but  to  

(12) (a) What company nufi?ber 18 in 1 9 7 2  s a l e s ?  

(b) What w e r e  the  - 25 1" 
highest 1 - ranking compan ies  wi th  

r e s p e c b t o  earnings  in 1 9 6 9  

( c )  List the top  LO companies  in  1973 growth ra te !  

s e t  t h e  s tage  fo r  c o r f e c t  semant ic  p rocess ing  a s  well. 

The na tu re  of t h e s e  idiom-proces s ing t r a n s f o r m a t i o n s  is perhaps 

best i l l u s t r a t ed  by cons ider ing  €he r u l e  "Top n" ( T O P N ) ,  whose state- 

m e n t  a p p e a r s  in F i g u r e  6. The s t r u c t u r a l  pa t te rn  of TOPN spec i t i e s  

a sequence  of e l e m e n t s  consis t ing of a n  initial a r b i t r a r y  s t r ing  of t r e e s  

(X . 1 )  followed in  order  by an o c c u r r e n c e  of the definlte a r t i c l e  "the" 

(THE . 2)B the word  "topf '  ( T O P  3 ) ,  a c a r d i n a l  n u m e r a l  ((VAD'J . 4 )  

(+ CARD)) ,  a ndminal express ion  (NOM . 5) ,  e i t h e r  of the  preposi t ions  

"in" (IN . 6 )  o r  "with respect to" .  (WITH RESPECT TO . 6 ) ,  and a - - 



Header :  (TOPN STRING OB ALL) 

Structural pattern: 

Condition: NIL 

Structural Change.. 

( X .  7 

1 

((X . 1 )  (THE . 2 )  (TOP . 3 r  ( (VADJ  . 4) (NOM , 5 )  
(t C A R D ) )  

(W. 8 )  I 

f 

(IN. 6 )  

(WITH RESPECT 

- 6 .  6 )  

(DELETE 3 )  (DELETE 4) )  

(.(REPLACE (5 (VING(+ ADJ (VADJ(+ ADJ PR'E P (VADJ(+ ADJ ) 5 )  

Feature Change: NIL 

Figlire 6 :  The Rule ! 'Topn" 

it ORD)) + INC))  

RANK [NQUOTE 1) THROUGH 8 

+ ORD)) 



f inal  a r b i t r a r y  s t r i n g  of t r e e s  (X . 7 ) .  The s t ruc tuda l  change includes  a 

r ep lacement  and two delet ions.  

The syntax of a r ep lacement  opera t ion  is of the  form (REPLACE 

< list of t r e e s  > < t r e e  > ) ; its execution r e s u l t s  i n  the rep lacement  of klqe 

item corresponding to  t r e e  - by the  i t e m s  cor responding  to  list of t r e e s .  

The rep lacement  operat ion in  TOPN is the re fo re  t o  be understood as  

follows: The n o n ~ i x ~ a l  espFession t r e e  in the  input which rnatchcs the  

pa t te rn  e l emen t  (NOM . 5 )  is repraced by a  list of e l e m e n t s  consis t ing 

of i tself ,  followed by lexical  t r e e s  cor responding  t o  (i) the -ing f o r m  of 

I I t he  v e r b  rank", (ii) the ord ina l  nun ie ra l  "first" (where the (NQUOTE 1 ) 

notation c a y s c s  the " 1 "  t o  be in t e rp re ted  a s  l i t e ra l ,  r a t h e r  than a s  .a 

refrrencc to  the patt t \ rn c lerne~l t  ( . 1 I ) ,  (iii) the preposi t ion "through", 

and ( iv)  the  ord ina l  n u m e r a l  cor responding  to  the  c a r d i n a l  which matched  

( (VADJ . 4 )  (4- CARD))  in  the  s t r u c t u r a l  pattern. The two delet ion ope ra -  

t ions  remove  the lexical  t r e e s  fo r  the  ca rd ina l  n u m e r a I  and the ad jec -  

t ive  'top" f r o m  the p r e p r o c e s s e d  s t r ing.  

In the  case of ( IZc) ,  the  o v e r a l l  effect  of th i s  s t r u c t u r a l  change is 

to  r ep lace  the s t r ing  of lexical trees cor responding  to  "the top 2 0  c o m -  

panies"  by themstring of t r e e s  cor responding  to  "the companies  ranki-ng 

(1st through 20th". A subsequent s t r i n g  t r ans fo rmat ion  cal led "Rank 

Interval"  (RNKINTVI,)  , operat ing in a fashion s i m i l a r  t o  that of "Clty 

State" c f .  Section 4. 1 ), then t r a n s f o r m s  the  t r e e s  cor responding  to  



"1 st  through 20th" into a s ingle  ord ina l  n u m e r a l  f r e e  (bear ing  the  f ea tu re  

(; INTERVAL))  which dominates  the n u m e r a l s  " ' 1  ' I  and "20" A s  a 

result  of t h e s e  opera t ions  both surface a n d a t r a n s f o r m a t i o n a l  pa r s ing  of 

such  examples  h a s  become comple te ly  rout ine ;  while t h e i r  s e m a n t i c  

in tc rpre ta f ion  h a s  r equ i red  only the  addit ion of a s imple  m e c h a n i s m  - -  

t r i g g e r e d  by t h e  f e a t u r e  (t INTERVAL)  - -$forbgenera t ing  a de/nse s e t  of 

i n t e g e r s  f r o m  its endpoints. 

Another g r o u p  of s t r i n g  t r a n s f o r m a t i o n s  involving ran!< a r e  der ived  

from what w e r e  or iginal ly  l a t e  ppstcyclic t ransfor lha t ions .  The three ,  

rules in  quest ion - -  "Eirst Super la t ive"  (FIRSTSUB) "NtV Super la t ive"  

(NTHSUPER) , and *"Nth P l a c e "  (NTHPLACE)  - -  col lect ively  s e r v e  t o  

r e s t o r e  the v a r i o u s  dele t ions  i l l u s t r a t ed  in  (1 3 ) . 

railked 
( thd)  f iqs t  h ighes t  - - -  O B  

( 13 )  > 

r anked  
( the)  h ighes t  - 

ranl.ccd 
(in) 

wa sl 

( r anked  
- - -  I was 

I first 
second 

nth 

( the)  

* 



ranked in (the) 9th highest place - - - O P  
4 

> 

ranked 
- - -  was 1 (the nth hignest - - - 

The pr ime  motivation for  shifting these  ru les  f r o m  the postcycle to 

a point preceding surface parsing w a s  that  the s t ruc tu re  and distr ibution 

of the various phrase remnants  resul t ing f r o m  the deletions a r e  at bes t  

difficult t o  desdribe within the f ramework  of a context-free phrase  s t ruc  

ture grammar. A v a r i e t y  of a d h p c   mara at us, including s p e c i a l w o r d  

c l a s s  codes for  the ve rb  "rank" and for  superlat ive ac  ectives,  a s  weell 

a s  specia l  phrase names f o r  such sequences a s  "the t superlatilre" 

and "ordinal numcfa l  + superlat ive" , would have to  be inttoduced ih o r d e r  

to  provide broad coverage  witl~out a n  accompanying ~ o ~ b i n a t o r i a l  ex-  

plosion. By res tor ing  the deletions before surface parsing, however, 

such distasteful  and complicated m e a s u r e s  are  ent i re ly  avoided, s ince 

lexical  categories  a r e  left unchanged and the sur face  p a r s e r  has  to  do no 

m o r e  than parse  an  ordinary preposit ional phrase  in the position following 

the verb. 

4. 5 E ~ p e r i m e n t s  in Limited Conjunction P roces s ing  -- - 

As was mentioned in the introduction t o  this paper,  one of the  princi-  

pal directiohs ih which we a r e  cur ren t ly  seeking t o  extend the English 



s u b s e t  accepted  bv the REQUEST System is in t h e  caverage of (coordin- 

a t e )  conjunction cons t ruc t ions .  The fact tha t  the underlying v a r i e t y  and 

complcxi ty  of t h e s e  cons t ruc t ions  m d s  to  be m a s k e d  by super f i c i a l  s i m i -  

l a r i t i e s  m a k e s  a se lect ive ,  p i ecemea l  approach  t o  t h e i r  coverage  a gen- 

e ra l ly-dubious  m o v e  in  a s y s t e m  swch a s  RJjXXJEtST, whose eventual  

u s e r s  can  hard ly  be expected t o  make dis t inct ions  tha t  m a y  not be i m -  

media te ly  obvious even  to  a t r a i n e d  linguist.  Despi-te s t rong  r e s e r v a t i o p s  

on- t h i s  point, it w a s  decided to  employ the  s t r ing  t r ans fo rmat ion  mechan-  

ism t o  deal with an e x t r e m e l y  l imi ted  range  of coniunction cons t ruc t ions  

on an  exper imen ta l  basis .  

The range  of cons t ruc t ions  chosen  w a s  confined to  conjoined p roper  

nouns exclusively,  subjec t  to the  f u r t h e r  c o n s t r a i n t  tha t  a l l  t e r m s  of a 

given conjunction beomembers  of the  s a m e  semant l c  c l a s s  - i. e . ,  for  the 

c u r r e n t  data  base ,  e i the r  company n a m e s ,  c i ty  names ,  s t a t e  n a m e s  

o r  y e a r  names .  While undeniably highly l imited m scope,  th i s  par t icu-  

l a r  inc renlcnta l  inc r c a s e  in  g r a m m a t i c a l  coverage  ( i f  s u c c e s s f u l )  had 

t h r e e  dis t inct  m e r i t s :  (1 ) it a p p ~ a r e d  t o  be compat ible  with the  adjacency 

cons t ra in t s  of s t r i n g  t r ans fo rmat ions ,  .owing t o  the  tendency of p roper  

nouns  to take no modi f i e r s ,  ( 2 )  it s e e m e d  potentially explainable t o  a 
-- 

naive use r  in s i m p l e  te rms,  a n d  ( 3 )  it could provide a n a t u r a l  language 

in t e r face  t o  an  exist ing,  but a s  ye t  l a rge ly  unused, capabil i ty of the  out- 

put format t ing rout ines  t o  gene ra te  and d i sp lay  t ab les  of value$ containing 



such information as  the  ea rn ings  of  each of a s e t  of companies  over  a 

1erio.d of years.  

The approach  cmployed in the  s t r ing  t r ans fo rmat ions  for  process ing  

:onjoined p roper  nouns i s  exemplified by the ru le  "City. State, Year ,  

Zompany Conjunction" (CSYCOCNJ ) , Whose s t a tement  i s  displayed in 

Figure 7 .  The second and th i rd  e lements  of the s t r u c t u r a l  pa t t e rn  f o r m  

a subpat te rn  that  is preceded by a n  a s t o r i s k  and sur rounded by a pa i r  of 

parentheses .  a his notation identif ies the o c c u r r e n c e  of a so-cal led 

"Kleene star expression",  which is i n t e rp r e t ed  by the t r ans fo rmat iona l  

p a r s e r  3s a pattern c lement  that  is to be matched bv ze ro  o r  more con- 

secut ive occu r r ences  of t ree  sequences  matching con~ponen t s .  The 

par t icu lar  Kleene s t a r  express ion  used  h e r e  vyill rrlatch a s t r ing  of a q  

.I. 

lengthv whicy  cons i s t s  en t i r e ly  of aq a l te rna t ing  seQuence of p r o p e r  nouns 

and'commas, provl'ded that al l  the  p rope r  nouns a r e  m e m b e r s  of the  s a m e  

* 4: 
semant ic  c l a s s  The  pa t te rn  e l emen t s  f a lowihg  the Kleene star ex- 

pression specify that  it m u s t  be followed by: ($ ano ther  instance of a 

p roper  noun of the appropr ia te  c l a s s  {this wil l  be the ini t ia l  ins tance  i f  

the null value of the Kleene s t a r  exp re s s ion  is the on%y one tha t  m a t c h e s ) ;  

Jr 9. 

The e f f c c t  of the condition, which prec ludes  any match  where  the left-  
hand s t ruc tu r a l  va r i ab le  (X . 1 )  ends  in a sequence of t r e e s  sat isfying 
the pat tern-of  the  ~ k ' e n k  $'tar express ion ,  is to f o r c e  a (unique) match 
of maximum length. 

;: * 
Repeate6baccurrences  of ORX in  a s t r u c t u r a l  pa t t e rn ,  whether  implicit 
o r  explicit,,  a r e  r equ i red  to match  the s a m e  feature ,  pair .  



Header :  (CSYCOCNJ STRING OB A L L )  

St ruc  t uxa l  Pattern: - 

( m e  1 )  (* ( INDEX (ORX (t CITY + STATE (COMMA 3 ) )  
t YEAR +~co) ) )  

(INDEX (ORX (t CITY t STATE 

I t Y E A R  + G O ) ) )  

I I A N D .  4 )  

(ORR . 5 )  

Condition. ' 

( C O M M A .  3 )  

NIL 
t 

((NOUN 8 )  (+ SG) )  (X . 7 ) )  

I 
EX 9 )  (ORXI) 

(NOT (ANALYSIS 1 T (QUOTE ( ( (X) ) ( ( INDEX (ORX)))  ( (COMMA)) )  ) )  

S t r u c t u r a l  Change: 

( 1 2 3 4 5 6 7 )  

(1 0 0 0 0 (2  6 )  7 )  

Fea ture  C h a ~ l g c .  
- - -- 

((CONI) (4 ((INSERT 9 ((t ANDSET) ) )  ( INSERT 8 ((-SG))) ) )  

(5 (INSERT 9 ((4- ORSET))) 1)) 

F i g u r e  7:  The ~ u l e  "City, S ta te ,  Year, Company  Conjunction" 



(ii) an  optional comma; (iii) all h s t a n c e  of e i ther  of the coordinating 

conjunctions "and" o r  "or" I represented internally a s  ORR, since 

OR is already used to signal the  presence  of a disjunctive pattern e lement  

to the rule-processing,  routine) ; (iv) the final instance of a semantically 

compatible p r o p e r  noun, and (v) the usual  end variable.  

The s t ruc tura l  change specifies (1)  that  the t e rmina l  e lements  of 

all  but the rightmost conjunct (which a re  collectively associated with 

the pattern element  (W . 2 )  during the pattern matching phase)  a r e  to  be 

s i s t e r  adjoined t o  the t e rmina l  e lement  of that r ightmost  conjunct and 

(2 )  that  the original  occur rences  of a l l  t r e e s  but those  corresponding t o  

the end variabbes and the final conjunct a r e  to be deleted. Conditional 

on the presence of the conjunction "and" (AND . 4 ) ,  the feature change 

adds  the feature (+ ANDSET)  to  the fea tu re  l is t  of the surviving INDEX 

and the feature (- S G )  to  that  of the NOUN node immediately above. 

(The la t t e r  operation automatically r e  sul ts  in  replacement  of the or iginal  

(f SG)).  I£ the conjunction i s  a n  "or" (ORR . 5) instead, the fea ture  

change mere ly  adds  the fea ture  (t ORSET) to the fea ture  l i s t  of the 

INDEX, leaving the number of the NOUN unchanged. 

The overal l  effect of the rule  ref lec ts  the by now famil iar  s t ra tegy 

of mapping a s t ruc ture  which would otherwise pose seve re  problems in 

surface parsing into a significantly simpler one which will be processed 

without difficulty by both the surface parser and the t ransformational  



p a r s e r .  As i n  t h e  case of CITYSTATE and RNKINTVL, a s p e c i a l  f ea -  

tur-e is at tached t o  the  node in the  output s t r u c t u r e  tha t  d i rec t ly  dominates  

two o r  more t e r m i n a l  symbols  a s  a r e s u l t  of the 5 t r u c t u r a l  change of the  

ru le .  In each  c a s e ,  the  purpose o f  t he  f ea tu re  is to  communica te  t~ the 

semant i c  i n t e r p r e t e r  how the e l emen t s  of the set of t e r m i n a l  symbols  a r e  

to be t r ea ted  --  as a ( c i t y ,  s t a t e )  pa i r ,  a s  the endpoints of a dense  set of 

integers,  o r  a s  the  e l emen t s  of a conjoined set  of p roper  nouns. 

The exper imen ta l  approach  t o  p roper  naun conjunction jus t  desc r ibed  

appeared ini t ial ly to be a r a t h e r  effect ive one. Examples such  a s  (14) 

went  through the  t r ans fo rmat iona l  component as  sWmoothly as ones  l ike  (1 5) ,  

(14) How much did GM, F o r d ,  and C h r y s l e r  e a r n  in the y e a r s  from 
1967 through 19727 

whereupon the in t e rp re t ive  component produced what  appeared to  be a n  

appropf i a t e  a n s w e r  - -  in  the c a s e  of (14), an  e a r n i n g s  table with 18 e n t r i e s  

(1 5 )  How much did F o r d  e a r n  in 19697 

l i s ted  by company and by yea r .  It w a s  not long, however,  before  considera-  

t ion  of examples  such a s  (16) and (17) revea led  tha t  the  ini t ial  appea rance  

of an. adequate solution had been highly mis leading.  

(1 6 )  Was GM o r  Fo rd  unprofitable in  19707 



(1 7 )  What were  the ea rn ings  of the Big T h r e e  auto  companies l o r  tne 
1 966-1 968 pe r iod?  

For t h e  fo rmer  example ,  a t  l e a s t  two readings  seem possible: one 

as a selec,kional question, p a r a p h r a s e d  in  (18a)  (which would preclude a 

(18) a. Which auto company w a s  unprof i table  in  1970 - -  GM o r  F o r d 7  

b. W a s  either G.M o r  F o r d  unprofi table in  19707 

y e s  ar no a n s w e r ) ,  the o t h e r  a s  a y e s - n o  quest ion (18b), w h e r e  the con- 

di t ions f o r  giving a posi t ive  a n s w e r  depend upon the in t e rp re ta t ion  of the  

! l o r  I t  as inclusive or exclusive. In the  c a s e  of (17), there s e e m s  to be 

a s e r i e s  of possible readings ,  roughly p a r a p h r a s e d  .by (19a-d), ref lect ing 

ambigui ty  a s  t o  whether  what ha s  been r eques ted  is e a r n i n g s  informat ion 

(19) a. What w e r e  t h e  ea rn ings  of e a c h  of the Big T h r e e  auto  companies  
fo r  each  of the  yea r s  11966-1 968? 

b. What  were the combined earnings of the Big Three auto com- 
panies  for e a c h  of t h e  years  1966-1 9689 

c. What did the ea rn ings  of each of the  Blg T h r e e  auto  companies  
totak fo r  the 1966- 1968 per iod? 

d What  did the combined e a r n i n g s  of the Big T h r e e  au to  compan ies  
to t a l  f o r  the 1966- 1968 period'  

(a) p resen ted  individually by company and by y e a r ,  (b)  s u m m e d  over 

compan ies  hut not  over y c a r s ,  ( c )  summed over  y e a r s  but not over c o m -  

panies,  or (d) s u m m e d  over  both compan ies  and y c a r s .  



Ambiguit ies of the types exempli f ied by (1 6 )  and (1 7 )  we re  found t o  

be quite widespread  in the s o r t  of m a t e r i a l  we a r e  dealing with, occur r ing  

i n  a number  of e x a m p l e s  such as  (14) w h e r e  t h e i r  presence was  not 

in i t ia l ly  perceived.  Moreover ,  it was  soon rcalizccl tha t  such ambigui -  

t ies  w e r e  total ly d i f fe ren t  in  c h a r a c t e r  f r o m  the  types  w e  had previously  

been  m o s t  conce rned  with, s i n c e  they involved ins t ances  of genuine mul t i -  

ple meaning in  the  language, r a t h e r  than ambigui t ies  a r t i f i c i a l ly  in t ro -  

duced by the  inadequacies  of a g r a m m a t i c a l  desc r ip t ion  o r  a pa r s ing  

mechan i sm.  It was  also c l e a r  t h a t  the  under lying s t r u c t u r e s  a s s igned  to  

t h e s e  ambiguous examples  w e r e  s e r i o u s l y  deficient ,  in  tha t  they  did not  

indicate  the p r e s e n c e  of an ambiguous si tuat ion,  much  l e s s  what  the  a m -  

biguous a l t e rna t ives  were .  

F u r t h e r  invest igat ion indicdted tha t  the  ambigui t ies  encountered  w e r e  

not r e s t r i c t e d  t o  conjoined p r o p e r  nouns, but could also o c c u r  in the case 

of p l u r a l  noun p h r a s e s .  Foraexample, (20) is ambiguous between a r e a d -  

ing request ing earnings l i s ted individually by company and a reading 

(20)  What w e r e  the  1972 e a r n i n g s  of the  compan ies  in  Chicago?  

request ing a combined ea rn ings  f igu re  -- exac t ly  the  same readings which 

would e x i s t  i f  t he  phrase "the compan ies  in  Chicago" w e r e  r ep laced  by 

the  conjoined n a m e s  of all  companies sat is fying tha t  descr ip t ion .  Thus, 



it appea rcd  tha t  the ambigui t ies  wc wished  t o  undars tand  and cope with 

were  r e l a t ed  not to conjunction per  s c ,  but to seman t i c  p roper t i e s  of 

setb and re la t ions  on s e t s .  

Th i s  view was r e in fo rced  by the d i s c o v e r y  of syntac t ica l ly  p a r a l l e l  

examples with sha rp ly  cont ras t ing  ambigui ty  pa t te rns ,  a s  in (2 1 ). While 

both (2la) and (21b) s h a r e  a reading where what is desi red  is a produc-  

tion (employment)  f igurc  for  each y e a r  i n  the  period, only (21a) has a 

(21) a. How Inany c a r s  w e r e  produced by C h r y s l e r  in  the 1969-1972 
pe r iod?  

b. How many people  w e r e  employed by C h r y s l e r  in the 1969-1  972 
per iod? 

sens ib le  i ead ing  \vvhere t h e  annual  f i g u r e s  a r e  to be to ta l led up  a r i t h -  

metical ly.  The r e a s o n  l i e s  in the dis t inct ion between quanti t ies  l ike  

earn ings ,  auto  production, and ra in fa l l .  - -  which a r e  inherent ly  addit ive 

and are m e a s u r e d  on a cumulat ive  b a s i s  - -  and quant i t ies  like employment ,  

a s s e t s  and t e m p e r a t u r e ,  which a r e  m e a s u r e d  on a n  ins tantaneous pas l s  

.r. 
-1. 

and are  not additive o v e r  t i m e  in a meaningful  s e n s e  . On the  o ther  hand, 

(Zlb) s e e m s  to  have two o the r  poss ib le  readings  (22a)  and (22b), r e -  

flecting quest ions abaut the s i z e  of a s e t  union and of a set  intersection,  

respectively.  Although ne i ther  vers ion  of (22)  could be a n s w e r e d  with 

JJ 
*P 

Although i t  is mean ing fu l  to  add t h e m  on the way to computing a n  
a v e r a g e  ove r  a per iod of t ime.  



( 2 2 )  a. How Inany cliffercnt people w e r e  employed  by C h r y s l e r  in 
the  1969-1 972 per iod?  

b. How m a n y  people w c r e  employed by C h r y s l e r  dur ing  the  e n t i r e  
1969-  1972 pe r iod?  

r e s p e c t  t o  a For tune-500- type  da ta  base ,  w h e r e  people a r e  countable  but 

indis t inguishable ,  both a r e  ques t ions  which it would be quite r e a s o n a b l e  

t o  t r y  t o  deal  wi th  in  a  data  b a s e  envi ronment  t h a t  included pe r sonne l  

f i les .  

At present ,  we  a r e  continuing t o  w o r k  on p r o b l e m s  of conjunction- 

handling both by pursuing the l ine  qf  invest igat ion jus t  touched upon and 

by studying pa t t e rns  of disambiguat ion sugges ted  by such  e x a m p l e s  a s  

( I $ ) ,  (19), and ( 2 2 )  . The r i c h n e s s  and subt le ty  of the m a t e r i a l  we have  

encountered  - - scarce ly 'h in ted  a t  h e r e  - - is p a r t i c u l a r l y  r e m a r k a b l e  in  

t h e  l ight  of the  s e v e r e  l imi t a t ions  placed on t h e  t y p e s  of conjunction con- 

s t r u c t i o n s  to be cons ide red .  While the  use of s t r i n g  t r a n s f o r m a t i o n s  

h a s  not provided u s  with a  s a t i s f a c t o r y  solut ion fo r  even a s rna l l  p a r t  of 

the  domain of c o ~ ~ j u n c t i o n  cons t ruc t ions ,  it h a s  had  the hlghly benef ic ia l  

e f fec t  of b r ing ing  us  face- to- face  with a  r ange  of s ignif icant  p r o b l e m s  of 

which we had prev ious ly  been a l m o s t  total!y unaware .  



5. Summary  and Conclusions 

i n  the REQUEST System, s t r ing  t r ans fo rmat ions  a r e  transformatiorial  

ru l e s  of relatively local scope which are  applied to  s t r i n g s  of lexical t r e e s  

at ti point midway between lexical  lookup and su r face  p h r a s e  s t r u c t u r e  

parsing. F r o m  the 'standpoint of l inguistic theory,  the s t a tus  of the s t r ing  

t ransformat ion  facili ty is unclear ,  since it is a component that  seems t o  

have no d i r e c t  generat ive  counterpar t .  The fac t  that  a number  of existing 

s t r ing  t ransformat ions  a r e  in effect i n v e r s e s  pf late postcyclic t r a n s f o r m  

t ions suggests  that  the re  may be some value in  viewing the  faci l i ty in terms 

of such relat ionships.  However, the rule w r i t e r  is ent i re ly  f ree  t o  ignore  

linguistic considcrat ions of th is  s o r t  and define any of a wide range  of tr 'ee 

manipulations a s  s t r i ng  t r a n s f o r n ~ a t i o n s .  Accordingly,  the s t r ing  t r a n s -  

fdrmat ion facili ty can,with some justification, simply be viewed as a con- 

venient mechan i sm whereby the t r e e  process ing  powar inherent  in gramma- 

t ical  t ransformat ions  is made  available fo r  purposes  of implementing a wide 

variety of parsing heur i s t ic  s. 

In c o n t r a s t  to the obscur i ty  of its theore t i ca l  role, the  str'ing t rans-  

format ion facili ty of REQUEST has had a c lear  and decidedly favorable  

impact ozi the  practical development of the system. The facility was 

originally added in  o r d e r  t o  provide a more sa t i s fac torv  input in terface  t o  

the t ransformat iona l  p a r s e r  - - a n  in te r face  which would be considerably 



l e s s  vulnerable to the undc s i r ab le  side -effects of expand-ing g rammat ica l  

coverage  than one consist ing solely of a p reprokesso r  and a sur face  

p a r s e r .  More specifically, this  innovation was a imed  at  preventing the 

proliferat ion of unwanted sur face  parses in  a way which would be a t  once 

l e s s  cost ly  and m o r e  perspicuous than a l te rna t ives  requir ing extension of 

the p reprocesso r  o r  of  the sur face  g r a m m a r .  

Based on approximately one y e a r ' s  exper ience  i n  the use  of the s t r ing  

t ransformat ion  facility, it appears t o  have fulfilled these or iz inal  objec - 

t ives .  During th i s  period, the g r a m m a t i c a l  coverage  of REQlJEST has  

been significantly expanded, but the lexicon and the surtace,  g r a m m a r  have 

undergone only v e r y  modes t  growth a s  a resul t ,  and there  has been no 

accompanying upsurge in the number  of spur ious  su r face  pa r ses .  The 

s t r a t egy  of reo-rdering the Inverses  of ce r t a ln  late postcyclic r u l e s  within,  

the parsing system by placing them before,  rather than after, the surface 

s t r u c t u r e  ru les  h a s  provea to be effective both in reducing the number  of 

unwanted sur face  ana lyses  and in simplifying the su r face  g r a m m a r  (and 

hence the s t r u c t u r e s  that  it produces) .  Moreover ,  stririg t ransformat ions  

have a lso  shown a n  unexpected versat i l i ty  in such a r e a s  a s  id iom process-  

ing and homograph r e  solution. 

In con t ras t  to  these  favorable r e su l t s ,  our  a t tempt  to employ s t r ing  

t r ans fo rmat ions  i n  dealing with conjunction construct ions  - -  while of g rea t  



indirect  benefit - -  can  hardly b e  vie-wed a s  a n  unqualified success .  W h a t  

the la t te r  exper ience h a s  c l ea r ly  demonst ra ted  is the fac t  tha t  s t r i n g  

t r a n s f o r n ~ a t i o n s  a r e  a tool, not a panacea, and cannot be expected to yield 

sa t i s fac tory  r e su l t s  i n  areas where the n e c e s s a r y  linguistic groundwork 

is lacking. Despite its l imitat ions,  we e q e c t  to make cont inuedheavy 

use  of this tool in our  ongoing work on extending the  g r a ~ n n ~ a t i c a l  coverage- 

of the REQUEST System. 



-Appendix: Listing of String Transformat ions  

The following is 9 complete  computer  l isting of a l l  3 3  s t r ing  t r a n s f o r -  

mat ions  in  the  REQUEST System g r a m m a r  a s  of October 1974. The 

ful ly-parenthesized list notation employed in  the  computer  file h a s  been 

"pret ty printed" i. e. , printed with indentat ions)  in  o r d e r  t o  make  the 

in te rna l  s t ruc tu re  of the  ru les  m o r e  legible. Each  l i s t  i s  sur raunded  by 

a pair  of parentheses ,  with its m a i n  components ( if  any) in  gene ra l  printed 

s ta r t ing  two spaces  to  the right  of the  beginning of t h e i r  "parent" l is t .  

Thus, for  example, the left  paren thes is  of the pa i r  surrounding each  ru le  

i s  indented two spaces  t o  the r igh t  of the  left  parenthesis  that  in i t ia tes  the 

e n t i r e  l i s t  of rules .  Similarly,  with the  e x c e p t i ~ r i  of the header  list (which 

is indented only one space  t o  make  it stand out), the  main  components of 

each  ru le  - - the header ,  s t r u c t u r a l  pat tern,  condition, s t r u c t u r a l  cha-nge 

and feature  change - - a r e  indented two spaces  with r e s p e c t  to the  rule,  and 

s o  forth. 

In cont ras t  to  the two-dimensional graphical  representa t ion  employed 

f o r  t r e e s  in the f igures  in  Section 4 of the text, t r e e s  in  the l is t ing a r e  r e p  

resented  in  a linear, parenthesized notation with the  following es sen t i a l  

cha rac te r i s t i c s :  

1. - Within a s t r u c t u r a l  pattern, a n  express ion  of the f o r m  (A B C . . . D ) 

s tands  for  a t r e e  of the  f o r m  

B, C . . . D themselves  may be rep laced  by parenthesized express ions  



that  s tand fo r  subtrees ,  etc. As in the f igures  of Section 4, a s  socia t ionv 

of a f ea tu re  list with a no& is denoted by enclosing the list in one pa i r  of 

parentheses  and then surrounding the node and the l i s t  with a second pai r  

of parentheses ,  e. g. ( A  ( + FEATl - 'FEAT2 ) ) . In place of the cu r ly  

bracke t  notation used in the  f igures  to  denote mutually exclusive sequerrces 

of t r e e s ,  the  listing employs express ions  of the f o r m  (OR ( l i s t  of t r e e s 1  ) 

(list of t r e e s  2 )  . . . (list of t r e e s n  ) ) ,  where  the a rgument s  of thei  OR stand 

in  one-to-one correspondence with the sequences  of t r e e s .  Thus, for 

example, the express ion  

(OR 

( ( ( m p  . 2 )  ( W .  5 ) ) )  

( ( ( P R E P O F .  3 )  ( W  :5 ) ) ) )  

in the s t r u c t u r a l  pat tern  of the rule SPREPREV (p.77- ) corresponds  to  

the  cu r ly  bracket  express ion  f i a t  appea r s  n e a r  the t op  of Figore 4 (p..33 ) . 
2. Within a condJtion, s t r u c t u r a l  change, O r  f ea ture  change, t r e e s  are 

r ep resen ted  in a fully parenthesized ' d res sed"  notation which con t ras t s  a s  

follows with the  "peeled" notation just descr ibed  for t r e e s  in s t r u c t u r a l  

pat terns:  Each node in a t r e e  always has two pa i r s  of associa ted paren-  - 
t heses  ,- an inner pair  surrounding the  node and its fea ture  l i s t  (if any)  

and a n  outer  pa i r  enclosing the node, the  fea ture  list ,  and any sub t rees  

dominated by the node. Each fea ture  list contains a t  l eas t  two p a i r s  of 

parentheses  - -  one surrounding the e n t i r e  ligt, and one for  each (feature 

value, feature name)  pair.  Thus in  "dressed"  notation the "peeled'ex- 

press ions  ( A  B C . D ) and ( A  ( + F E A T l  - FEAT 2 ) ) become 

( ( A )  ( ( B ) )  C -  ( ( D ) ) )  and ( ( A ( ( +  FEATl) ( -  F E A T Z ) ) ) )  

respectively.  





((HYPHNRNK STRING OB ALL)  
( ( X  . 1 )  

(THE . 2$ 
(OR 

( ( ( V A D J  . 3 )  ++ OROI)) 
( ( ( ( V A D J  . 4) ( +  C A R 0 1 1  ( W  1 0 ) )  

(OR 
( ( ( ( V A O J  : 5 )  ( +  EST + P O L ) )  H I G H ) )  
( ( ( V A D J  5 T O P ) )  

( ( ( ( V A D J  a 5 )  t +  EST + P O L ) )  H I G H ) )  
( ( ( V A D J  5 )  T O P ) )  

(HYPHEN . 6 )  
( ( V T N G  . 7 )  R A N K )  
( ( N O M  8) (NOUN ( V  COMPANY) I N D E X ) )  
t X  . 9 )  1 

N I L  
( (COND ( 3 (REPLACE ( 8  7 3 )  8 )  1 

( 4  
(REPLACE ( 8 

7a  
( ( V A D J  ( ( +  ADJ) (+ O R O I ) )  

((INQUOTE 1 ) ) )  

I (PREP)  ( (THROUGH)) )  
(VADJ  ( ( +  ADJ) ( +  O R O ) ) )  10)  1 

8 ) )  
( T  

(REPLACE ( 8 
? 
( ( V A D J  ( ( +  A D J )  ( +  0RQ))b 

(((NQUOTE 1 ) ) )  1 
8 ) ) )  

(DELETE 3) 
(DELETE 4.1 
(DELETE 5 )  
(DELETE 61 
(DELETE 71 1 

N I L  

( (NUMBRNCO S T R I N G  OB ALL) 
( ( X .  1 )  P 

('THE- . 2 
I (NOUN 3) ( V  NUMBER) I N D E X )  
( (VADJ 4) ( +  CARD)) 
f(-NOM 5 (NOUN ( V  COMPANY) I N D E X ) )  
( X  . 6 )  I 

N I L  
( (REPLA'CE (, 5 

( ( V I N G  ( ( +  LOC2) ( +  ADJ) ( +  I N G ) ) )  
( ( C ~ A N K ) )  ) 

3 
4 1 

5 1 
(DELETE 3) 
(DELETE 4) 1 

N I L  1 
--IL--II--------.-----c-LI.------- 



((NUMBERN S T R I N G  0 0  ALL) 
. x  . 1) 
\ O R  ((RAN,K 2 ) I e I ( B E  2))) 
( (NOMQ - 3 )  (NOUN ( V  NUMBER) ( INDEX 7 ) ) )  
( ( ( V A D J  4) ( 4  C A R D ) )  ( W  8 ) )  
( O R  ((IN 5 1 )  ((WITH,RESPECT,TO . 5 ) ) 1  
( X  . 6 )  1 

VIL 
( (R'EPLACE ( ( ( ? R E P  ( ( +  L O C 2 ) ) )  

( ( 1 N ) r  I 
( ( V A D J  t ( +  ADJ) ( +  O R D ) . ) )  € 3 )  
( (NOPI) 

((NOUN ( ( +  S G )  (-' HUMAN) ( +  P L A C E ) ) )  
( ( V )  (PLACE)  1 )  
7 )  ) )  

3 1 
(DELETE 4) 1 

NIL j 
-L.yI I - - - -  -I--------...------------ 

( (RNKINTVL STRING 00 ALL) 
( ( X  1)  

( O R  
( ( B E T W ~ E N  . 2 

( (VADB i +  O R D ) )  ( W  . 3 ) )  
(AND 4) 

( ( F R O M  2) 
((VADJ- ( +  O R D ) )  ( W  3 ) )  
(OR ( ( T O  4)) ((THROUGH 4))) ) 

( ( ( V A D J  ( +  O R D ) )  ( W  3)) 
OR 

( ( T O  4 ) )  
((THROUGH 4)) 
( (HYPHEN . 4 ) )  

( ( ( V A D J  7 )  ( +  O R D ) )  ( W  5 1 )  
( X  6 )  ) 

( NOT 
(ANALYSIS 

1 
T 
( QUOTE 

( ( ( X I )  ( ( F R O M ) ) )  ) 
1 2  3 . 4  5 6 )  
tl 0, 0 0 ( 3  5 )  6 )  
( ( I N S E R T  7 ((4 I N ? ' E R V A C ~ ~ ) )  

L.HIIII-.+---------~--.L-----..L----- 



( ( F ~ ~ ~ S T S U P  STRING oe A L L )  
( c x .  1 )  

( O R  ((RANK . 2)) ( ( B E  2))) 
(QP ( ( T H E  m 3)) N I L )  
( ( V A D J  a 4) ( +  E S T ) )  
(OR ( ( I N  . 5') ) ( (.WITH-RESPECT-TO . 5 )  1 1 
( X  rn 6 )  ) 

N I L  
( (REPLACE ( 2 

( ( PREP ( ( +  LOC2 1 )  
( ( I N ) )  1 1 

2 1 
(REPLACE ( ( ( V A D J  I ( +  A031 ( +  O R D ) ) )  

( t'INQUOTE 1) 1 1 
G 
( (NOMI 

((NOUN ( ( +  S G )  ( -  HUMAN) ( +  P L A C E ) ) )  
( ( V )  ( ( P L A C E ) ) )  
( ( I N D E X  ( f - CONST 1 )  

( ( X N ) )  1 ) )  
4 ) )  

N I L  f 
- - - C I - . - - - - - - p - c . . I C - - - C I I I I I I I I I I I C I C - -  

((NTHSUPER S T R I N G  06 ALL) 
( ( X  . 1 )  

( O R  ( ( R A K K  a 2)) ( ( B E  2 ) )  
( O R  ( ( T H E  . $ 1 )  N I L )  
( ( V A D J  4) ( +  O R n ) )  
( O R  ( ~ ~ V A D J  5 )  ( +  E S T ) ) )  N IL )  
(CJR ({IN 6 ) )  ( (W-ITH-RESPECT-TO rn 6 ) ) '  
( X  a 7 )  1 

N I L  
t ( R E P L A C E  ( 2 

( ( P R E P  ( ( +  L O C 2 ) ) )  
( ( I N ) )  ) 1 

2 ) 
(REPLACE ( ( ( N O M I  

((NOUN f *  S G )  ( -  HUMAN) ( +  P L A C E ) . ) )  
( t V )  ( P L A C E ) ) )  

( {P' EX ( ( -  C O N S T ) ) )  
( X N ) )  1 1 

6 
6 1 

N I L  1 ------------------------------- 



( ( N T H P L A C E  S T R I N G  0 0  A L L )  
( ( X  1 )  

( O R  ( ( R A N K  2)) ( ( B E  , 2 ) ) )  
f (PREP * 3) I N )  
( O R  ( ( T H E  rn 4)) N I & )  
( ( V A D J  . 5) ( +  O R D ) )  
1 OR 

( ( ( ( V A I J . ~  6 )  ( 4  E S T ) )  H I G H ) )  
N I L  

((NOM I T  NOUN ( V  P L A C E )  I N D E X ) )  
( O R  ( ( I N  1 )  ((WITH-RESPECT-TO m 8111 
( x ' *  9 )  1 

Q 
N I L  
( (COND ( 6 

(REPLACE ( ( ( P P )  
3 
( ( N P J  

( ( T H E 1  
( ( N O M )  

( ( V )  
( ( A D V  ( t +  E X T I ) )  5 )  
6 1 

7 ) ) ) )  
5 1 1  

t T 
(REPLACF ( ( ( P P )  

3 
( ( N P )  

( ( T H E )  
( ( N O M I  

( ( V )  
( ( A D V  ( ( +  E X T I ) )  5 )  
( ( V  ( ( +  AD.!) 14 P O L )  ( +  E S T ) ) J  

( ( H I G H ) )  
? ) I ) )  

5 ) ) )  
(DELETE 3) 
(DELETE 4) 
(D€CETE 6 )  
(DELETE 71 1 

N I L  1 



( ( Y R I N T R V L  S T R I N G  OB ALL 1 
( ( X  . 1 )  

( O R  
( ( ( P R E P  2 )  BETWEEN) 

( ( I N D E X  ( +  Y E A R ) )  ( W  * 3)) 
(AND * 4) 

( ( ( P R E P  . 2 )  FROM) 
( ( I N D E X  ( + Y E A R ) )  ( W  * 3)) 
(.OR ( [ T O  . 4)) ((THROUGH 4111 1 

( ( ( I N D E X - ( +  V E A R ) )  ( W  . 3 ) )  
(OR 

( ( T O  6 ) )  
( (THROUGH . 4 )  ) 
( (HYPHEN rn 4)) ) ) 

( ( ( . INDEX . 7 )  (+  Y E A R ) )  ( W  . 5 ) )  
( X  . 6 )  

( NOT 
( A N A L Y S I S  

1 
7 
(QUOTE 

( ( ( X I )  ( f F R O M ) ) )  ) 1 
( tCOND ( (AND 

2 
( NOT 

( A N A L Y S I S  
1 
T 
1 QUOTE 

( ( ( X I )  
( ( P R E P )  1 
( ( T H E ) )  
( O R  

f ((NOUN ( ( -  S G ) ) )  
( ( V )  ( ( Y E A R ) ) )  
IlfNDEX)9 

( ((NOUN ( ( +  S G ) ) )  
( ( V )  ( ( P E R I O D ) ) )  
( ( I N D E X ) )  1 T ) 1 1 

( R E P L A C E  ( ( ( P R E P  I ( +  LOC2j 1 )  
( ( I N ) )  1 ) 

2 ) )  
( T (DELETE 2) ) 

(DELETE 3) 
{DELETE 41 
(*REPLACE (3 5 )  5 )  1 

( ( I N S E R T  7 ( ( +  I N T E R V A L ) ) ) )  ) 



( ( C S Y C L S F R  S T R I N G  OB ALL ) 
t ( X  a 1)  

(THE a 2) 
( NOUN 

( V  
( OR 

C I T Y  . 3 ) )  
( ( S T A T E  a 31.1 
( ( Y E A R  a 3 1 )  ) 1 

( I N D E X  . 4) 
( O F  . 5) 
( ( I N D E X  a 6 )  ( O R X  I +  CoITY + STATE + Y E A R ) ) )  
( X  a 7 )  1 

( EQUAL ORX (QUOTE ( + ( NODENAMEOF 3 ) ) 
( 1 2 3 4 5 4 7  
( 1 0 0 0 0 6 9  
N I L  

- - - - - -CCICC- I - - . I . I - - - lC I I I I I I I - - ' I 1 I - -1  

( ( C S B L O C K  BLOCK 08 O N E )  
( ( X .  1 )  

(THE 21 ' ( NOLJN 
( V  

( O R  ( ( C I T Y  - 3)) ( (STATE a 3))) 
( I N P E X  rn 4) ) 

( O F  5 )  
( ( I N D E X  4 )  ( O R X  ( +  C I T Y  + STATE)- ) )  
( X  . 7 )  1 

N I L  
N I L  
N I L  

---.--.------------------------------ 

( ( P R D C L S F R  S T R I N G  O R  A L L )  
( a ( X  1 )  

(THE -a 2 )  
( O R  

4 ( (NOUN , 3 )  ( V  P E R I O D )  I N D E X )  
((INDFX , 4) ( +  I N T E R V A L ) )  1 

( ( ( I N D E X  a 4) ( +  I N T E R V A L ) )  
UNOUN 3) ( V  P E R I O D )  I N D E X )  

( X  a 5) 1 
N I L  
( (DELETE 2) (DELETE 3 ) )  
N I L  1 --------------------------------.---- 



( ( Y R C L A S F R  S T R I N G  08 ALL) 
( ( X  . 1) 

(THE 2 )  
((NOUN 31, ( \ / Y E A R )  I N D E X )  
( ( I N D E X  , 4 )  ( +  Y E A R ) )  
( X  . 5 )  

N I L  
1 T 3 4 5 )  
( 1  0 0 4 5 )  
N I L  

- L I I I I I I I I I I I I - I C L I - C  

( ( C O C L A S F R  STR1,NG OB A L L )  
( c x  , 1 )  

( O R  ( (THE m. 2 N I L )  
( ( I N D E X  . 3) ( +  C O ) )  
( (NOUN . 4) ( V  COMPANY) I N D E X )  
( X  , 5 )  

(NOT 
( A N A L Y S I S  

1 
NIL 
(QUOTE 

( ( ( X I )  ( ( T H E ) ) )  ) 
Cl 2 3 4 5 )  
( 1  0 3 0 5 )  
N I L  

rr--I-.Ir---.r.r-----rrrrrr.r----rr----L------- 

( ( C I T Y S T A T  S T R I N G  08 ALL)  
( ( X  m 1 )  

( ( ( I N D E X  6 1  ( +  CONST + C I T Y ) )  ( W  2)) 
( O R  ( ( C O M M A  m 3 ) )  N I L )  
( ( I N D E X  ( +  CONST + S T A T E ) )  ( W  , 4)) 
( X  , 5 )  

N I L  
( 1  2.3 4 
( 1  ( 2  4) 0 0 5 )  
( ( I N S E R T  6 ( ( +  C I T Y S T A T E ) ) ) )  

- - w I I I I I I I I I I I I - - - - - I - - - - I . - - - - - - - - - - -  



66 

( ( C S Y C O C N J  S T R I N G  OB A L L )  
( t x  1)  

( * .  
.( ( I N D E X  ( O R X  ( +  C I T Y  + STATE + YEAR + C Q )  1 )  ( W . 2 1 
(COMMA 3) 

( ( I N D E X  ( O R X  ( +  C I T Y  + S T A T E  + YEAR + CO))) ( W  2 ) )  
( O R  ( ( C O M M A  3)) N I L )  
( O R  ( ( A N D  . 4)) ( ~ O R R  . 5 ) ) )  
( ( ( N O U N  .* 8 )  ( +  SG)) 

( ( ( I N D E X  9 )  ( O R X I )  ( W  6 ) )  1 
( X  7 )  

( NOT 
( A N A L Y S I S  

1 
T 
( QUOTE 

( ( ( X I )  
( ( I N D E X  ( O R X ) ) )  
( ( C O M M A ) )  1 

( 1 2 3 4 5 6 7 )  
( 1  0 0 0 0 (2 6 )  7 )  
( (COND ( 4 

( ( I N S E R T  9 ( ( +  A N D S E T ) ) I  
( I N S E  T 8 ( ( 7  SG))) 1 1 

( 5 (1 9 ( ( +  O ~ S E T ) ) )  1 
- - - - - . l - l - . I I I C e . I L U L . - - - . C C I . L I I C I I I I I I I I  

( (GENAFCNJ S T R I N G  08 ALL)  
( ( X  . 1 )  

( *  
( ( & N O E X  ( O R X  ( +  C I T Y  + S T A T E  + YEAR + C O ) ) )  ( W  . 2 ) )  
(GENRF 3) 
(COMMA 4) ) 

((INDEX ( O R X  ( +  CITY + STATE + YEAR + C O ) ) )  ( W  . 2 ) )  
( G E N A F  . 3) 
( O R  ( ( C O M M A  4)) N I L )  
( O R  ( ( A N D  5 ) )  ( ( O R R  6 , ) ) )  
( ( (NOUN 10) ( +  SG)) 

( ( ( I N D E X  11) f O R X ) I  ( W  r 7 ) )  
(GENAF 8 )  
( X  . 9 )  

(NOT 
( A N A L Y S I S  

1 
T 
( QUOf E 

( ( ( X I )  
( ( I N ~ E X  ( O R X ) ) )  
( (GENAF) 1 
( ( C O M M A ) )  1 1 

( 1 . 2 3 4 5 6 7 8 u )  
( 1  0 0 0 0 0 ( 2 ' 7 )  8 9 )  
I ( C O N D  ( 5 

( ( fNSERT 11 ( ( +  A N D S E T ) ) )  
( I N S E R T  U O  ( ( 0  SG))) 

( 6 ( I N S E R T  I1 ( ( +  O R S E T ) ) )  1 )  1 )  
rrc-------....--------T-d.I-'---..----I 



( (PPCONJ STRING 08 ALL)  
( t x  . 1) 

( *  
(OR 

( ( P R E P  ( W  rn 2 ) ) )  
( (PREPOF ( W  2))) 1 

( ( I N D E X  ( O R X  (+  C I T Y  + STATE + YEAR + C O ) ) )  ( W  3 ) )  
(COMMA 1 4) ) 

( OR 
( (PREP ( W  2 ) ) )  
( (PREPOF ( W  . 2 ) ) )  

( ( I N D E X  ( O R X  ( + C I T Y  + STATE + YFAP + C O ) ) )  ( W e  3)) 
(OR ( ( C Q M N X  4)) N I L )  
( O R  ( ( A N D  5 ) )  { ( O R R  6 ) ) )  
( OR 

( ( P R E P  ( W  m 7 ) ) )  
( (PREPOF ( W  rn 7 ) ) )  1 

(((NOUN 10) ( +  S G ) )  
((fINDEX . 13)  I O R X ) )  ( W  8)) 1 

( X  . 9 )  1 
(AND 

( NOT 
(.ANALY'S I s 

1 
f 
( QUOTE 

( ! ( X I 1  
( O R  

( ' ( ( P B E P ) ) )  
( ( t P R € . P O F ) ) )  1 

( ( I N D E X  ( O R X ) ) )  
( ( C O M M A 1 1  1 )  1 )  

(COMPARELISTITEM 2 7 )  
( 1 2 3 4 5 6 7 8 9 )  
(1 0 0,O 0 0 7 (3 8 )  91 
( (CON0 ( 5 

( ( I N S E R T  I1 ( ( +  A N D S E T I ) )  
( I N S E R T  10 ( 1 -  SG))L*) 

( 6 ( I N S E R T  11 ( ( +  O R S E T ) \ )  1 ) ) ) 



( { R T I M E D S T  S T R I N G  00 ALL) 
( ( X  * 1 )  

((PROPNOM . 2 )  (NOUN ( I N D E X  ( +  Y E A R ) ) ) )  
(NMNL ( +  P E R I O D I C ) )  
(OR 

( ( O R  ( P R E P )  ( P R E P O F ) )  
( I N D E X  ( +  C O ) )  

NIL 
( *  

COMMA 
( ( N M N L  3 )  ( +  P E R I O D I C ) )  
( OK' 

( ( O R  ( ( P R E P ) )  ( ( P R E P O F ) ) )  
( I N D E X  ( +  C O ) )  

N I L  ) 
I OR 

( (OR ( ( C O M M A  5 ) )  N I L )  
AND 
( ( N M N L  . 4) ( +  PERIODIC)) 

( COMMA 
((NMNL 4) ( +  P E R I O D 1  
I OR 

( ( O R  ( ( P R E P ) )  ((PRlE 
( I N D E X  ( +  C O ) )  1 

N I L  
( *  

COMMA 
((NMNL 6 )  ( +  PER10 
( O R  

( (OR ( ( P R E P ) )  ( ( P  
( INDEX ( +  C O ) )  

N I L  ) 
( O R  ((CUMMA . 7 ) )  N I L )  
AND 
(NMNL ( +  P E R I O D I C ) )  1 1 

( X  8) 1 
( AND 

(NOT 
( A N A L Y S I S  

8 
T 
( QUOTE 

( (OR 
( ( ( P R E P ) )  

( ( I N D E X  ( ( +  Y E A R I ) ) )  
( ( X ) )  
( O R  

( ( ( P R E P ) ) )  
( ( ( P R E P O F ) ) )  1 

( ( I N D E X  4 (+  C O )  1.1 1 
( ( P R E P )  1 
( ( I N D E X  ( ( +  Y E A R ) ) ) )  
( ( X I )  1 )  1 )  1 )  

(CON0 ( 5 3 1 
( T  T ) ) )  

( (REPLACE ( 2  4) 4) 1 
N I L  1 --------------.--------.---------- 





( (LTIMEDST S T R ~ N G  00 ALL)  
( ( X  rn 1)  

( O R  
( ( O R  

( ( I N D E X  (+  C O ) )  
GENAF 
( (NMNL 2 )  ( +  P E R I O D I C ) )  1 

( ( O R  ( T H E )  N I L )  
( ( N h N L  . 2 )  ( +  PERIODIC)) 
( O R  

( ( O R  ( P R E P )  ( P R E P O F ) )  
( (NPROPNCIM . 4) (NOUN ( INDEX ( +  CO)))) 1 

NIL: I ) 1 ,  9 
( ( O R  

( ( I N D E X  ( +  CO) ' )  
GENAF 
((NMNL . 3) ( +  P E R f O D I C ) )  1 

( (OR ( T H E )  N I L )  
((NMNL rn 3) (+PERIODIC)) 
( O R  

( ( O R  (PREP) (PREPOF)  
( I N D E X  ( +  C O ) )  1 

N I L  I 1 1 
( *  

COMMA 
(OR 

( ( I N D E X  ( +  C O ) )  GENAF (NMNL ( +  P E R I O D I C ) ) )  
- (OR (THE)  N I L )  

(NMNL ( +  PERIODIC) )  
( OR 

( (OR ( P R E P )  ( P R E P O F ) )  
( I N D E X  ( +  C O ) )  1 

N I L  1 1 
'COMMA 
( O R  

( ( T N D E X  ( +  CO)) 
GENAF 
((NMNL 2 )  ( +  PERIODIC)) 

( ( O R  (THE)  N I L )  
((NMNL . 2) ( +  PERIODIC)) 
I OR 

( ( O R  (PREP)  (PREPOF))  
f (.NPROPNOM . 4f (NOUN ( I N D E X  ( +  C O )  1 )  ) 

N I L ) ) ) ) )  
( *  

COMWA 
( O R  

( ( I N D E X  ( +  C 0 ) )  
GENAF 
( (NMNL rn 3) ( +  P E R I O D I C ! )  

( ( O R  ( T H E )  N I L )  
((NMNL. . 3) ( +  PbERIODIC) 1 
( OR 

( ( O R  ( P R E P )  ( P R E P O F ) )  
( I N D E X  (+aCO)) 

N I L  1 1 1 ) 
(QR ( ( C O M M A  . 5 ) )  N I L )  
AND 
( OR 



( ( I N D E X  ( +  C O ) )  
GENAF 
( N ~ N L  ( +  P E R I O D I C ) )  
(PREP . 6 )  
( (PROPNOM . 7 )  (NOUN I - INDEX ( +  Y E A R ) )  1 )  1 

( ( 0 . ~  ITHE) N I L )  
(NMNL ( +  PERIODIC)) 
(OR 

( (OR (PREP)  ( P R E P O F ) )  
( I N D E X  t +  C0)) 
( P R E P  6 )  
( (PROPNOM 7 )  (NOUN ( INDEX ( +  Y E A R ) ) , ) )  1 

( ( P R E P  6 )  
( (PROPNOM rn 7 )  (NOUN ( I N D E X  ( +  Y E A R ) ) ) )  
( O R  (PREP)  ( P R E P O F ) )  
( I N D E X  r +  C O 1 )  1 1 1 

( X  8 )  ) 
( AND 

(NOT 
( A N A L Y S I S  

1 
T 
(QUOTE 

1 (OR 
( ( ( X I )  

( ( I N D E X  ( ( +  C O ) ) ) )  
( (GENAF) )  ) 

( ( ( X ) )  ( ( T H E ) ) )  
t 1 ( X ) )  

( (NMNL ( ( +  PERIODIC)))) 
( O R  

I (OR 
( ( ( P R E P ) ) )  
( ( ( P R E P O F ) ) )  1 

((INDEX t ( +  CQI))) ) 
N I L  

( ( C O M M A ) )  1 )  1 ) )  1 
(COND ( 5- 3 1 

( 7  T I ) )  
( (COND ( 4 (RFPLACE (4 6 7 )  4) ) 

( T (REPLACE (2 6 7 )  2 1  1 1 1 
N I L  

---~..Y~-------------IL.I.L.LI.~---~~. 



( ( LGtNDTST S T R I N G  00 ALL)  
( X  , 1)  
( O R  (THE) N I L )  
( O R  

(OR 
( ( I N D E X  ( +  YEAR))  

( ( N M N ~  . 2) ( +  P E R J O D I C ) )  1 
( ( ( N M N L  2 )  ( +  PE$IODIC)) 

( O R  (PREP ( I N D E X  ( +  Y E A R ) ) )  W - I L )  ) 1 1 
( O R  

( ( I N D E X  ( +  YEAR)  1 
( ( N M N L  3) ( +  P E R I O D I C ) )  1 

( ( ( N M N L  , 3) ( +  P E R I O D I C ) )  
(OR (PREP ( I N D E X  ( +  Y E A R ) ) I  N I L )  

( *  
COMMA 
(OR (THE) N I L )  
(OR 

((INDEX ( +  Y E A R ) )  (NMNL ( +  PERIODIC)) )  
( ( N M N L  ( +  P E R I O D I C ) ?  

(OR (PREP (INDE'X ( +  Y E A R ) ) )  N I L )  1 1 1 
COMMA 
(OR (THE) N I L 1  

OR 
( ( I N D E X  (+  Y E A R ) )  

(CNMNL - 2) ( +  P E R I O D I C ) )  
(((NMNL 2 )  ( +  P E R I O D I C ) )  

( O R  ( P R E P  ( I N D E X  ( +  Y E A R ) ) )  N I L )  1  1 
(* 

COMMA 
(OR (THE)  N I L )  
( OR 

( ( I N D E X  ( +  Y E A R ) )  
((NMNL, . 3 )  ( +  PERIODIC)) 1 

(((NMJVL 3) ( +  P E R I O D I C ) )  
(OR1 (PREP ( I N D E X  (+ Y E A R ) ) )  N I L )  F 1 1 

(OR ( (COMMA 4)) N I L )  
AND 
(OR (THE)  N I L )  
( OR 

( ( I N D E X  ( +  Y E A R ) )  (NMNL I+  P E R I O D I C ) ) )  
( INMNL r+ P E R I O D I C )  1 

(OR (PREP ( I N D E X  ( +  Y E A R ) ) )  N I L )  ) 
([Il+ ( (PREP 51))  ( (OREPOF . 5 ) ) )  
(INPRQPNOM 6 )  (NOL'N ( I N D E X  (+CO)))) 
t x  , 7 )  ) 

(AND 
(NOT 

( A N A L Y S I S  
1 
T 
t QUO1 E 

( (OR 
( ( ( X I )  ( ( T H E ) ) )  
( ( ( X I )  

( I N M N L  ( ( +  P E R I O D I C ) ) ) )  
(OR 

( ( +  Y E A R ) ) ) )  



N I L  
( ( C O M M A ) )  

( ((lo) 
( ( I N D E X  ( ( + Y E A R ) ) ) )  1 )  1 )  1 )  

( C O N D ( 4  3 )  
( T  T I ) )  

( (REPLACE (2 5 6 )  2)) 
N I L  1 

((CARDNOUN STRING 08 ALL) 
( I X  . 1 )  

( ( ( V A D J  . 2) ( +  C A R D ) )  ( W  - 5 ) )  
( OR 

( ( A  3)) 
( ( V A U X  3 ) )  
( (COMMA 3)) 
((DAUX m 3 ) )  
( ( P R E P  m 3)) 
((PUNCT 3)) 
( (THE - 3 ) )  
( ( V ,  3)) 
( ( ( V A D J  . 3) ( +  C A R D ) ) )  
( ( V A D J  . 3) PREP)  
( ( V P A R T  3)) 

( X  4 )  
( NOT 

AND 
( A N A L Y S I S  3 N I L  (QUQTE t ( ( ~ ) ) ) ) )  
(ANALYSIS 
4 
T 
( QUOTE 

( ( ( I N D E X  ( ( -  CONST) 1 )  
( ( X ) )  1 )  1 )  1 

( (REPLACE ( t ( N P 1  
( ( N O M I  

((NOUN ( ( +  S G )  ( -  HUMAN)))  
( ( I N D E X  ( ( +  CONSTI  ( +  C A R D ) ) )  5 )  1 1 1 

2 ) )  
NIL' 1 



( ( A B T A P P R X  S T R I N G  06 ALL) 
( ( X  " 1 )  

( ( P R E P  2) ABOUT) 
( O R  

I(IVAD3 e 3) ( +  CARD))) 
( (EQUAL 3) ) 
( (WH . 4) 

SOMF 
( O R . ( L A R G E )  ( M A N Y )  (MUCH)) 

( X  * 5 )  1 
( C O N 0  ( 4 (NULL 1) 1 

T 7 - 1 1  
(- (R'EPLACE (. ( ( 'ADv)  

( ( V  ( ( +  A D J ) ) 1  
( ( A P P R O X I )  1 

2 1 )  
N I L  1 ---....- - ; L - - - c - . . I c I - - - - - - - -  



( (COMPNQFR S T R I N G  OB ALL) 
( ( X  . 1)  

( OR 
( ( (,PREP . 2 1 A.3)  

( O R  ( (LEAST . 3)) ( ( M O S T  4))) ) 
( (OR ( (NO 5 ) )  ((NOT 5 ) )  NTL) 

f OR 
( ( ( V C O M P  7 )  LESSTHAN)) 
( (OR ( (MORE 6 ) )  ((FEWER 7 1 ) )  

( ( T H A N -  8 ) )  ) 1 )  ) 
( ( V A D J  9 )  ( +  C A R D ) )  
( X  . 1 0 )  

(NOT 
( A N A L Y S I S  

1 
Nf L 
( QUOTE 

( 
lW 

(((NrSS)) 
( ( ( N O T ) ) )  1 1 ) 1 

( (COND ( (AND 6 (NOT 5 ) )  
(REPLACE I 4 t A D V )  

( ( V  ( ( +  ADS) ( +  COMP) ( +  TWOARGS) ( +  N M A 3 X ) ) )  
((GREATERTHAN) 1 ) 

9 
9 )  

( (AND f (NOT 5 ) )  
(REPLACE ( ( ( A D V )  

( ( V  ( ( +  A031 ( +  COMP) ( +  TWOARGS) ( +  N M A 3 X ) ) )  
(LESSTHAN) 1 ) ? 

9 1 
9 )  1 

( (OR 3 (AND 5 7)) 
(REPLACE ( ( ( A O V )  

( ( V  ( t +  ADd) ( +  COMP) ( +  TWOARGS) (+  N M A 2 X ) ) )  
t (GRTRTHANEQ j 

9 1 
9 1  1 

(OR 4" (AND 5 6 ) )  
(REPLACE ( ( ( A D V )  

( ( V  ( ( +  APJ) ( +  COMP) 14 TWOARGS) ( +  N M A Z X ) ) )  
((LESSTHANEQ)) 1 ) 

9 1 
9 1 ) )  

(DELETE 2) 
(DELETE 3 )  
(DELETE 4) 
(DELETE 5 )  
(DELETE 6 )  
(DELETE 7 )  
(DELETE 8 )  

N I L  ) 



( (WHNUMAMT S T R I N G  OB ALL) 
( ( X  . 1) 

(OR 
( ( ( V A D J  2) WH S O M E ) )  
( ((WHADV . 2 )  ( V  WH S O M E ) )  

( ( V A D J  - 2 )  L A R G E )  
( A  - 2) 

( ( N O M Q  3) 
(NOUN 

I v 
(OR ((NUMBER 7 ) )  [ (AMOUNT 8 1 ) )  1 

( INDEX 9 )  1 ) 

(OR 
( ( O F  4) (THE 5 ) )  
( ( O F  0 4)) 
N I L  1 

( X  m 6 )  
[ AND 

(NOT 
( A N A L Y S I S  

6 
IS1 
(QUOTE 

( (OR 
(((OF)) ( ( X ) ) )  
( ( ( T H E ) )  ( ( X I ) )  1 )  1 

(COND ( (NULL 4) 8 ) 
T T I ) )  

( (COND ( 4 
fCOND ( 7 

(REPLACE ( ((WHADJ) 
( ( A D V  ( ( +  E X T I ) )  

( ( V  ( ( +  AD31 + Q U A N T ) ) )  
( (WH)  
( ( S O M E ) )  1 1 

( ( V  ( ( +  ADJ) ( +  QUANT) ( +  P O L ) ) )  
( I Y A N Y ) )  1 1 

3 )  1 
( 8 

(REPLACE ( ( {WHADJ)  
( ( A D V  ( ( +  E X T I ) )  

( ( V  I (+  AD31 f +  QUANTJ)) 
I (WH) 
( ( S O M E ) )  1 1 

( ( V  ( ( +  A 0 3 1  + QUANf) ( +  P O L ) ) )  
( ( M U C H ) )  1 1 

3 ) ) ) )  
( T  

(REPLACE ( ( ( O N O M )  
( /ADV ( ( +  E X T I ) )  

( ( V  ( ( +  A O J )  ( +  QUANT)))  
( (WH)  
( ( S O M E ) )  1 

f (NOM) 
( ( N O U N  ( ( 0  HUMAN) ( +  SG)]) 

( ( V  ( ( +  ADJ) ( +  QUANT) ( +  P O L ) ) )  
( ( M U C H ) )  

9 1 1 1 1  
3 )  1 )  



(CONO ( (AND 4 (NOT 5 ) )  (DELETE 4) 
(DELETE 2) ) 

N I L  1 
-----rr.lrC--rrrr-lrII--.--rrcrrrrrrrrrr--.---*-rr-- 

( (SPRPPREV S T R I N G  00 ALL)  
( ( X  . l l  

( O R  
(((PREP 2 )  ( W  rn 5 ) ) )  
( ( ( P R E P O F  3) ( W  rn 5 ) ) )  ) 

( X  . 4) 1 
(NOT 

( A N A L Y S I S  
4 
NXL 
( QUOTE 

t ( O R  
( ( ( B A U X ) ) )  
( ( (COMMA) 1 )  
( (  ( O A U X ) ) )  
( ( ( P R E P ) )  1 
( ( (PUNCf !  11  
I ( ( V ) ) )  
( (  (VADJ) 1 )  
( ( ( V f N G ) ) )  1 

l ( ? O )  1 )  1 )  
( (CON0 1 2 

(CON0 ( (ANALYSIS 
2 
N t t  
(QUOTE 

(((PREP ( ( +  L O C 2 ) ) ) ) )  ) 1 
(REPLACE ( ( (NSPRED ( ( +  C O C Z ) ) )  5) 1 

2 ) )  
( t  (REPLACE ( ( ( N S P R E P )  51) 2) 1 )  

( 3 IREPLACE ( ( ( N S P R E P O F )  5 )  ) 3) 1 I 1 
N I L  1 

- - - - - ~ ~ Y I - - - I L I I - I I I I C I - L - - - -  

( (T IMECMPD STRING OB ALL) 
( ( X  1 )  

((PROPNOH 2) (NOUN ( INDEX ( +  Y E A R ) ) ) )  
((NM-WL 3) ( +  P E R I O D I C ) )  
( X  . 4) 

N I L  
( (REPLACE ( ( (NMNL)  2 3 ) )  31 

(DELETE 2) 1 
NIL 3 



( (RANKCMPD STRING OR A L L )  
( ( X  , 1 1  

(NMNL 2) 
((NMNL 3 )  ( V  PLACE RANK) I N D E X )  
( X  . 4) 1 

( NOT 
( ANALYSIS 

1 
/Sl 
l QUOTE 

( ( ( X I \  
(tINDFX ( ( +  Y E A R ) ) ) )  1 1 1 1 

( (REPLACE ((NMNL) ( ( N O M I  2 )  3) 
3 1 

(DELETE 2 )  
N I L  

---C---IC----.I-CII-(..CII-------C- 

i ( P R 0 P E R P P  STRING 08 A L L )  
( ( X  , 1) 

( O R  ( (NSPREP 2 ) )  ( (NSPREPOF . 3 ) ) )  
(OR ( (PROPNOM e 4)) ((NPRQPNOM 4))) 
( X .  5 )  

( NOT 
(OR 

( A N A L Y S I S  
5 
T 
( QUO? E 

( ( ( G E N A F ) )  ( ( X ) ) )  1 1 
(AND 

( A N A L Y S I S  
5 
/Sl 
(QUOTE 

( ((NMNL ( ( +  P E R I O D I C ) ) ) )  
f . ( X ) )  1 1 1 

( A N A L Y S I S  
4 
Y I L  
I QUOTE 

( ( (PROPNOMI  
( (NOUN ) 

( ( I N D E X  ( t +  Y E A R ) ) ) )  1 1 1 1 1 1 1 1 
I (CON0 ( 2 

(REPLACE ( ( ( P P I  2 ( ( N P )  4)) 1 
2 ) )  

( 3 
(REPLACE ( ( ( P P O F )  3 ( ( N P )  4)) 

3 1  1 )  
(DELETE 4) 1 

N I L  





( ( X I )  'I 1 
T T I )  

(COND ( (NOT 5 )  
( A N A L Y S I S  

1 
T 
( QUOTE 

[ ( ( X I )  ( ( G E N A F ) ) )  
( T  T I 1 1  

( (COND t 2 
(REPLACE ( ((NOMI 2 ( ( 2 1 )  5 6 ) )  

2 ) )  
( 3 

REPLACE ( ((NOMN) 
( ( N ~ ~ M N I  3) 
((Z1) 5 6 )  1 

3 1, 1 
1 4  

(REPLACE ( ( (NOMN) 
((NOMN) 4) 
( ( 2 1 )  5 6 )  ) 1 

4 )  1 )  
(DELETE 5 )  
(DELETE '6) 1 

N I L 1  ) 
C-1---CI---ILI--C-LII-------C-1--.----- 
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