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Abstract

We describe the work of a team from the
ADAPT Centre in Ireland in addressing
automatic answer selection for the Multi-
choice Question Answering in Examina-
tions shared task. The system is based on
a logistic regression over the string simi-
larities between question, answer, and ad-
ditional text. We obtain the highest grade
out of six systems: 48.7% accuracy on a
validation set (vs. a baseline of 29.45%)
and 45.6% on a test set.

1 Introduction

This paper describes the participation of the
ADAPT Centre team in the Multi-choice Question
Answering in Examinations Shared Task 2017.1

This is a typical question answering task that aims
to test how accurately the answers of the ques-
tions in exams could be selected. Any additional
sources, such as knowledge base, textbooks or ar-
ticles, can be used to exploit support information.
The English subset contains 5,367 questions from
five domains: Biology, Chemistry, Earth Science,
Life Science and Physical Science. The questions
come from real exams. Every question has four
answer candidates which may be a word, a value,
a phrase or a sentence. This challenge is an im-
portant step towards a rational, quantitative assess-
ment of natural language understanding capabili-
ties.

1See http://www.nlpr.ia.ac.cn/cip/
ijcnlp/Multi-choice_Question_Answering_
in_Exams.html – October 2017.

Our approach is to extract relevant information
from Wikipedia2 and to apply logistic regression
over string similarities. We used an adaptation of
methods developed for a comparable task in rela-
tion to question answering about films (Dzendzik
et al., 2017). The features we employ are simi-
larities of a term frequency–inverse document fre-
quency (TF-IDF) metric, character n-grams (with
n ranging from 2 to 5), bag of words, and windows
slide (a ratio between answer and substrings of ex-
tracted data) – the window slide ratio is described
in further detail below (section 2.3). We train our
model in two ways: combining training over all
domains and separate model training for each do-
main. The second way yields a better result on the
validation set: 48.7% of accuracy vs. 43.6%. Fi-
nally, we obtained 45.6% accuracy on the test set,
and this is the best result for the English dataset of
the six competing systems.

The paper is organized as follows: We detail our
approach in Section 2. In Section 3, we describe
experiments and results on the training, validation
and test data. In Section 4, we compare our ap-
proach to previous research in answering exami-
nation questions. Finally, Section 5 contains con-
clusions and directions of future work.

2 Approach

We constructed our model as a four-step pipeline:

1. Preprocessing – cleaning of the input data.

2. Data selection – based on key words from the
question we extract relative sentences from

2wikipedia.org– September 2017
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Wikipedia.

3. Feature Vector Concatenation – for every
question, a feature vector is built as a con-
catenation of vectors of similarities between
the answer candidates and sentences obtained
in the previous step.

4. Logistic Regression – a logistic regression
over the feature vector.

Later in this section, we describe our approach
to multi-choice question answering in detail.

2.1 Preprocessing

The first step is to clean the question and answers
statements. Using regular expressions, the exist-
ing serial numbers and letters of the question and
answer candidates are deleted. See the examples
(1)-(3).

(1) “3. What ...”→ “What ... ”

(2) “8) Who ...”→ “Who ... ”

(3) “a) Paper: Paper degrades ... ”→
“Paper: Paper degrades ...”

2.2 Data Selection

A list of keywords are extracted from the question
statement using Natural Language Toolkit (nltk)3

implementation of the Rapid Automatic Keyword
Extraction (RAKE) algorithm (Rose et al., 2010).
These words are used to retrieve a list of sentences
from an information source. For each question, we
select the top-50 sentences as ranked by contain-
ing (unweighted) keywords related to the item

The information source used in this system is a
set of sentences from articles of Wikipedia. Each
sentence is stored as a document in an inverted in-
dex data structure using Lucene.4

2.3 Feature Vector Creation

The data is organized in triplets (q, a, S) where a
is a candidate answer, q is the question that a be-
longs to, and S is the set of sentences retrieved
from Wikipedia by querying the keywords of the
question q.

Then, for every triplet a feature vector is cre-
ated by concatenating different features. Each fea-
ture is a function of two arguments and encodes

3https://github.com/csurfer/rake-nltk –
September 2017

4https://lucene.apache.org/core/ –
September 2017

the similarity between two strings. The first ar-
gument is either the answer a or a concatenation
of the question and the answer q + a and the sec-
ond argument is S. The value of every feature is
between 0 and 1: the higher the value, the more
similar the strings are.

The five similarities are based on the work of
(Dzendzik et al., 2017), and are described below.

• TF-IDF cosine similarity - the cosine simi-
larity between TF-IDF representations as de-
fined in Equation (4).

cos tfidf(a, S) =
wa · wS

|wa||wS | (4)

where wa and wS are TF-IDF vector repre-
sentations of the answer (or question + an-
swer) and the sentences correspondingly.

• Bag of words ratio similarity - a bag of
words measure shows the ratio of sentences
words which exist in the answer (or question
+ answer) as shown in Equation (5).

bow(a, S) =
|Wa ∩WS |
|Wa| (5)

where Wa - bag of words from the answer
(or the question + the answer) and WS bag of
words from sentences.

• Window slide ratio similarity - returns the
highest ratio of sequence match between an-
swer (or question + answer) and all sentences
substrings. The window of the substrings has
a size equal to a length of the answer. See the
Equation (6).

wSlide(a, S) = maxi(
2 ∗Mi

Ti
) (6)

where Ti = |a| + |si| is the total number
of character elements in both sequences: the
answer a and si. si is i–substring of S,
∀isi ∈ S, |si| = |a| and Mi is the number
of matches between all substrings of a and
si.

• Character N-gram - similar to
Window Slide but on character level.
The size of the window is limited by parame-
ter n (We consider n = 2,3,4,5 characters). As
a result, we get the ratio of n-grams overlap
including white spaces in the answer (or the
question + the answer) and the sentences.
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• Word2vec cosine similarity The cosine dis-
tance similarity (as in Equation (7)) between
skip-gram representations (Mikolov et al.,
2013).

w2v cos(a, S) =
va · vS

|va||vS | (7)

where va and vS are Word2vec representa-
tions of the answer (or the question + the an-
swer) and the sentences correspondingly.

We use a pre-trained word2vec model based
on small subset of Wikipedia (Tapaswi et al.,
2016).

Using this metrics 17 different features are built:

1. f1 = w2v cos(q, S) + w2v cos(a, S)

2. f2 = w2v cos(a, S)

3. f3 = cos tfidf(a, S)

4. f4 = bow overlap(a, S)

5. f5 = windowSlide(a, S)

6. f6 = charNgramm2(a, S)

7. f7 = charNgramm3(a, S)

8. f8 = charNgramm4(a, S)

9. f9 = charNgramm5(a, S)

10. f10 = w2v cos(q + a, S)

11. f11 = cos tfidf(q + a, S)

12. f12 = bow overlap(q + a, S)

13. f13 = windowSlide(q + a, S)

14. f14 = charNgramm2(q + a, S)

15. f15 = charNgramm3(q + a, S)

16. f16 = charNgramm4(q + a, S)

17. f17 = charNgramm5(q + a, S)

Here q+a is the concatenation of q and a. Some
questions from the dataset are presented as sen-
tences with one or many gaps. If the question q
includes gaps, instead of concatenating, the candi-
date answer a will be used to fill the gaps in the
question. See the example (8).

(8) Question: “ obtain energy by using the
chemical energy stored in inorganic com-
pounds”

Answer candidates:

1. Photoautotrophs

2. Chemoautotrophs

3. Heterotrophs

4. None of the above

Concatenation strings:

1. Photoautotrophs obtain energy by using
the chemical energy stored in inorganic
compounds

2. Chemoautotrophs obtain energy by us-
ing the chemical energy stored in inor-
ganic compounds

3. Heterotrophs obtain energy by using
the chemical energy stored in inorganic
compounds

4. None of the above obtain energy by us-
ing the chemical energy stored in inor-
ganic compounds

For a question q the similarity features of its
answer candidates a1, a2, a3, a4 are concatenated
into one single vector as shown in Figure 1.

Following this method, for each question, there
is one feature vector which contains information
for all answer candidates inside.

2.4 Logistic Regression

The final step of our system is logistic regression
over the vector. It returns the eventual answer. We
use a scikit-learn5 implementation with liblinear
core and one-versus-rest schemes.

3 Experiments

In this section, we describe the data and results of
our experiments.

3.1 Data

The dataset provides examination questions in two
languages: English and Chinese. We focus our
research on English subset of data which con-
tains 5,367 questions from five domains: Biology,
Chemistry, Earth Science, Life Science and Phys-
ical Science. Table 1 presents the division of the
dataset into training, validation and test sets.

As mentioned before, we use Wikipedia dump
as source of additional data.

5http://scikit-learn.org/stable/
modules/generated/sklearn.linear_model.
LogisticRegression.html – September 2017
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Figure 1: Feature vector concatenation.

Domain Train Val Test Total
Biology 281 70 210 561
Chemistry 775 193 581 1549
Physical 299 74 224 597
Earth Science 830 207 622 1659
Life Science 501 125 375 1001
Total 2686 669 2012 5367

Table 1: The number of questions for each domain
and a division for training, validation and test sets.

3.2 Results

The systems built are the following:

• Combined training: Data from all domains
is combined together to train one single
model.

• Domain training: Use separate models
trained in each domain. The parameters of
the logistic regressions are the same for ev-
ery domain.

The results obtained by these systems and the
baseline6 are presented in tables 2 and 3.

Using the Combined training approach we ob-
tained 44.82% accuracy on the training data and
43.6% on the validation set (table 2 line 2). This
result significantly outperforms the baseline (table
2 line 1). Using the Domain training approach we
observe that the average score is better (51.71%)
than Combined training. In addition, this approach
enables evaluation of the method in each domain.
The best performance is obtained in the Chemi-
cal subset – 69.55% accuracy. However, for Earth
Science and for Life Science we obtained 41.08%
and 42.91%, respectively. Unfortunately, we can
obtain the results of separate domains only for the
trainin set; we cannot compare it with the pub-
lished baseline on the validation set. Finally, by
concatenating the results from separate domains

6The baseline is provided by the shared task organizers–
see footnote 1.

we obtain 48.7% accuracy on the validation set
and 45.6% on the test set.

System Train Valid Test
Baseline – 29.45 –
Combined training 44.82 43.6 –
Domain training 51.71 48.7 45.6

Table 2: Results of all English subset of the base-
line system on the validation set and our system
for combined and domain training on the training,
validation and test sets.

Bio Chem Phys Earth Life
Baseline

Valid 30 21.24 25.68 31.88 40
Domain training

Train 49.47 69.55 51.84 41.08 42.91

Table 3: Results of the baseline system on the
validation set and results of domain training on the
train set for each domain.

4 Related Work

As mentioned before, this system is based on the
work of (Dzendzik et al., 2017). The main dif-
ference is the data selection module: in the ear-
lier work we select sentences from movie plot us-
ing similarities; here we extract relevant sentences
from Wikipedia. Another difference is that we do
not build semantic features in this shared task.

The core of our method is text similarity. We
consider only five types of similarities. Gomaa
and Fahmy (2013) consider more than 25 text
similarity metrics in five categories: character-
based similarity, term-based similarity, corpus-
based similarity, knowledge-based similarity, and
hybrid similarity measures. They also mention co-
sine similarity (for the mathematical function that
determines the metric), Tf-IDf (which we deem
to be a hybrid of term-based and corpus-based)
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and N-grams similarities (which may be character-
based or term based), all of which we use, too.

There is interest in answering examination
questions automatically. Wang et al. (2014) de-
scribe CMUs UIMA-based7 modular automatic
question answering system to automatically an-
swer multiple-choice questions for the entrance
exam in world history in English. The ap-
proach relies on two different test collection: the
original test collection provided by NTCIR (NII
Testbeds and Community for Information access
Research)8 organizers and the collection created
by the authors.

Li et al. (2013) described the system that was
used in the Entrance Exams task of Question An-
swering for Machine Reading Evaluation on Con-
ference and Labs of the Evaluation Forum 2013
(QA4MRE CLEF) (Sutcliffe et al., 2013). It con-
sists of three components, Character Resolver,
Sentence Extractor and Recognizing Textual En-
tailment. In the system, the documents are pro-
cessed by the Character Resolver in order to tag
each story with a character as ID. The Sentence
Extractor then extracts related sentences for each
question and creates a Hypothesis (H) and Text
(T). Finally it inputs this T/H pair into the Rec-
ognizing Textual Entailment system to select an
answer.

5 Conclusions and Future Work

In this paper, we described the work of ADAPT
Centre for the multi-choice question answering in
examination shared task. In this work we have
used a sentence retrieval approach with combi-
nation of logistic regression over string similari-
ties. Our submission shows an improvement over
the baseline system. According to the shared task
leader board, six teams submitted their results for
English subset. Our submission shows the best re-
sult on validation and test dataset and significantly
outperform the baseline system.

At the same time, we believe that our system
can be improved in the future: a) Using more in-
domain data, for this system a set of Wikipedia
articles has been used as the information source,
the accuracy may be improved by using techni-
cal books or manuals; b) exploring different meth-
ods for selecting sentences from the information

7https://uima.apache.org/ – September 2017
8http://research.nii.ac.jp/ntcir/

index-en.html – September 2017

source (such as considering the keywords from the
candidate answers); or c) Extracting a different set
of keywords (for example, maximizing semantic
distance among keywords selected).
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