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Abstract 

An automatic text summarization sys-

tem can automatically generate a short 

and brief summary that contains a 

main concept of an original document. 

In this work, we explore the ad-

vantages of simple embedding features 

in Reinforcement leaning approach to 

automatic text summarization tasks. In 

addition, we propose a novel deep 

learning network for estimating Q-

values used in Reinforcement learning. 

We evaluate our model by using 

ROUGE scores with DUC 2001, 2002, 

Wikipedia, ACL-ARC data. Evalua-

tion results show that our model is 

competitive with the previous models. 

1 Introduction 

In this work, we present extractive text summari-

zation for a single document based on Reinforce-

ment leaning (RL) method. One of the advantages 

of the extractive approach is that a summary con-

sists of linguistically correct sentences as long as a 

source document has a certain level of linguistic 

quality. 

  One of the most well-known solutions of extrac-

tive text summarization is to use maximal margin-

al relevance (MMR) (Goldstein et al., 2000). 

However, MMR cannot take into account for the 

quality of a whole summary because of its greedi-

ness (Ryang and Abekawa, 2012). Another solu-

tion is to use optimization techniques such as in-

teger linear programming (ILP) to infer the scores 

of sentences with consideration of the quality of a 

whole summary (McDonald, 2007). However, 

these methods have a very large time complexity 

so they are not applicable for text summarization 

tasks. 

 A Reinforcement Learning method would be an 

alternative approach to optimize a score function 

in extractive text summarization task. Reinforce-

ment learning is to learn how an agent in an envi-

ronment behaves in order to receive optimal re-

wards in a given current state (Sutton, 1998).  

 The system learns the optimal policy that can 

choose a next action with the most reward value 

in a given state. That is to say, the system can 

evaluate the quality of a partial summary and de-

termine the sentence to insert in the summary to 

get the most reward. It can produce a summary by 

inserting a sentence one by one with considering 

the quality of the hypothetical summary. In this 

work, we propose an extractive text summariza-

tion model for a single document based on a RL 

method. 

 A few researchers have proposed the RL ap-

proaches in automatic text summarization 

(Goldstein et al., 2000; Rioux et al. 2014; Henß et 

al. 2015). Previous studies mainly exploited hand-

crafted complex features in RL-based automatic 

text summarization. However, choosing important 

features for a task, re-implementing the features 

for a new domain, and re-generating new features 

for a new application are very difficult and time-

consuming jobs. The recent mainstream of NLP 

applications with Deep Learning is to reduce the 

burden of hand-crafted features. Embedding is 

one of the simplest deep learning techniques to 

build features that represent words, sentences, or 

documents. It has already shown state-of-the art 

performance in many NLP applications. 

 The main contributions of our work are as fol-

lows: first, we explore the advantages of simple 

embedding features in RL approach to automatic 

text summarization tasks. Content embeddings 

vector and position embeddings vector are only 
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features that our system adopts. Second, we pro-

pose a novel deep learning network for estimating 

Q-values used in RL. This network is devised to 

consider the relevance of a candidate sentence for 

an entire document as well as the naturalness of a 

generated summary. 

 We evaluate our model by using ROUGE 

scores (Lin, 2004) and show that the performance 

of our model is comparable to that of the previous 

studies which rely on as many features as possi-

ble.  

2 Related Work 

As far as we know, Ryang and Abekawa (2012) 

have so far been the first ones who applied RL to 

the text summarization. The authors regard the ex-

tractive summarization task as a search problem. 

In their work, a state is a subset of sentences and 

actions are transitions from one state to the next 

state. They only consider the final score of the 

whole summary as reward and use TD(λ) as RL 

framework. Rioux et al. (2014) extended this ap-

proach by using TD. They employed ROUGE as 

part of their reward function and used bi-grams 

instead of tf ∗ idf as features. Henß and Mieskes 

(2015) introduced Q-learning to text summariza-

tion. They suggest RL-based features that describe 

a sentence in the context of the previously select-

ed sentences and how adding this sentence chang-

es hypothetical summary. Our work extends pre-

vious work using DQN based algorithm and em-

bedding features.  

3 Model for Automatic text summariza-

tion 

In this work, we apply the Deep Q-Networks 

(DQN)-based model (Volodymyr et al. 2015) to 

automatic text summarization tasks. In the case of 

text summarization, the state denotes a summary 

which can still be incomplete and the action de-

notes the addition of a sentence to this summary. 

For using RL method in text summarization, there 

are two parameters that should be predefined. One 

is a length limitation of a summary. The other pa-

rameter is a reward value for a partial summary. In 

this work, we use the same length limitation and 

reward function used in Henß et al., (2015). The 

reward function is defined as:  

                         

                                –                   (1) 

In the above equation,  cor  measures the quality 

of the partial summary (state) by comparing it 

with the corresponding human reference summary 

  . We use the ROUGE-2 score for the measure-

ment. 

3.1 Q-Network 

Q-learning models the value Q(st; at) of perform-

ing an action at in the current state st. We use a 

deep neural network model with a regression 

function to compute the Q-values. 

The model can calculate a Q-value based on a 

partial summary (current state) and a candidate 

sentence (action). The output Q-value indicates 

the expectation value that the agent can get when 

it selects the candidate sentence as a part of the 

summary. Figure 1 shows the Q-network model 

we propose in this work. 

 

Figure 1: Architecture of our Q-network 

 

The Q-network model consists of three mod-

ules shown in Figure 1. First module (upper left in 

the figure) is to represent that a semantic relation-

ship between the input document and the candi-

date sentence (At). The input document is provid-

ed as DocVec in which the whole meaning of the 

document is embedded. The candidate sentence is 

represented as a sentence embedding vector 

ContVec. The vector DocVec and ContVec are the 

inputs to this module. The output of the module is 

vector DA_w, which is calculated as：  

 

 

For simplicity, the biases are all omitted in the 

equations. The active function of the output layer 

is sigmoid function so that each element in DA_w 

has a value between 0~1.  
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The second module (bottom right in the figure) is 

to represent the relationship between the partial 

summary and the candidate sentence. The module 

is constructed as a RNN (Recurrent Neural Net-

work), in which the candidate sentence appears in 

the given partial summary(PS) as a history. Each 

sentence is represented as the two vectors which 

contain the content information(ContVec)  and the 

position information(PosVec), respectively.    

Through the RNN, the partial summary and the 

candidate sentence are transformed into the final 

state vector (StateVec). We implement the RNN 

which uses GRU unit and      activation func-

tion, and outputs 50-dimensional state vector. 

 The third module (upper center in the figure) 

takes the DA_w and StateVec as the input, and 

calculates the Q-value as the output. It combines 

the two vectors into element-wise dots and con-

verts them into Q-value through a linear regres-

sion function. The output Q-value is the expected 

value that can be obtained when a new summary 

is generated by inserting a candidate sentence into 

a partial summary.  

 

3.2 Reinforcement Learning in Text Sum-

marization 

The agent of the text summarization in this work 

has a sentence Selector and three memories. The 

role of the agent is to generate a summary for an 

input document by using the sentence Selector. 

The agent has the following three memories. 1) D 

memory contains information about sentences in 

an input document. 2) PS memory contains in-

formation about sentences in a partial summary 

generated so far. 3) C memory contains infor-

mation about the sentences that have not yet been 

selected in the summary.  

 After the Selector calculates Q-values for each 

sentence in C memory based on information of D 

and PS memory, it moves the sentence with the 

largest Q-value from C Memory to PS Memory. 

RL method enables the Selector to select an ap-

propriate sentence for generating the best sum-

mary.  

 Our Q-Learning algorithm is similar to DQN. 

Please refer the Volodymyr et al. (2015) for a 

more detailed explanation about the algorithm. 

The difference between DQN and our model is ta-

ble 1 and equation (5) 

 

      𝑟   𝑥𝑐∈𝐶 
𝑄   𝑃𝑆   ;  𝜃              (5) 

 

 

Initial state Next state 

D = {s1, s2, …, sn}, 

C0 = {s1, s2, …, sn} 

PS0 = {s0} 

S0 = {D, C0, PS0} 

Ct+1,  Ct  - { at } 

PSt+1  PSt +{ at } 

St+1  {D, Ct+1, PSt+1} 

 

Table 1. Definition of State0 and Next state 

 in our Q-Learning algorithm 

  

4 Experiments 

4.1 Experimental data 

In order to evaluate our method, we use DUC 

2001, DUC 2002 datasets, Anthology Reference 

Corpus (ACL-ARC) (Bird, 2008), and WIKI data 

which have been used in the previous studies 

Henß et al, (2015). 

The numbers of training data and testing data are 

shown in Table 2. 

 
DUC 
2001 

DUC 
2002 

ACL-
ARC 

WIKI 

#-TR 299 - 5500 1936 

#-TE 306 562 613 900 

Table 2: Number of each data 

#-TR=The number of documents in training data 

#-TE=The number of document in testing data 

 

4.2 Features 

In this work, a sentence is the unit of summariza-

tion. A sentence is represented by both a content 

vector and a position vector. A content vec-

tor(ContVec) represents the meaning of a sen-

tence, and a position vector (PosVec) indicates the 

position of a sentence in a document. ContVec is 

estimated by the average of word embeddings in a 

sentence. We use pre-trained 50-dimensional word 

embeddings vector from GloVe (Pennington et al., 

2014). Due to the lack of training data, word em-

beddings vector are not updated during the train-

ing.  

 The position of a sentence in a document is useful 

information for summarization. For example, im-

portant sentences are likely to appear in front of a 

newspaper article. Therefore, we adopt positional 

information as a main feature. 

 The positional information has three views.  

1) An absolute position of the sentence (PosSent) 

within a paragraph 
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2) An absolute position of the paragraph (PosPara) 

in which the sentence belongs within a section 

3) An absolute position of the section (PosSect) in 

which the sentence belongs in a document. 

Each position is encoded as a 50-dimensional 

vector (PosSentVec, PosParaVec, PosSectVec). 

The vector PosVec denotes a sentence position and 

is calculated as: 

𝑃       𝐸𝑙     -             
 𝑃  𝑆       𝑃  𝑃 𝑟     𝑃  𝑆        

(6) 

 

In Figure 1, each sentence in RNN is represented 

as the element-wise sum of Co  V c and Po V c 
to take into account the meaning of the sentence 

as well as its position. For calculating DA w in 

Figure 1, a candidate sentence At is represented as 

a ContVec only. DocVec is estimated as the aver-

age of embeddings vector of words that occur in 

the document.  

4.3 Experimental Results 

Figure 2  shows the training progress on WIKI’s 

validation data. We use ROUGE-2 scores for 

evaluation. The y-axis of the graph is the 

ROUGE-2 score for the validation data and the x-

axis is the number of validation steps. One single 

evaluation is performed after every 200 times of 

mini-batch training. 

 

Figure 2: Training progress on WIKI’s training and 

validation data 

 

In Figure 2, the ROUGE-2 scores rarely change 

until the first 50 steps. We infer that the agent tries 

various combinations of sentences during this pe-

riod. However, the ROUGE-2 score surges rapidly 

between 50 and 60 steps. At this step, the agent 

comes to know which sentence to choose to gen-

erate the best summary. After 120 steps, the model 

reaches a stable status.   

 Table 3 shows the first two sentences of the 

summary results for the Wikipedia article 'Band-

ed sugar ant'. The number ‘#/#’ in Table 3 indi-

cates the positional information. In the third row 

of table 3, 1/7 means that it was extracted from 

the first section of the seven sections of the 

source text. This section has 3 paragraphs, and   

the first paragraph out of 3 paragraphs, which has 

4 sentences. 1/3 and 1/4 mean that the system 

summary sentence is extracted from this position. 

Document Title: Banded sugar ant 

System Summary 

1 

1/7 The banded sugar ant was first described 

by German entomologist Wilhelm Ferdi-

nand Erichson, who named it "Formica 

consobrina" in 1842. 

1/3 

1/4 

2 

3/7 It occurs along the north-east coast of 

Queensland, from Charters Towers in the 

north to Brisbane in the south. 
1/2 

2/7 

Human Summary 

1 

The banded sugar ant ("Camponotus 

consobrinus"), also known as the sugar 

ant, is a species of ant endemic to Aus-

tralia. 

2 

A member of the genus "Camponotus" in 

the subfamily Formicinae, it was de-

scribed by German entomologist Wil-

helm Ferdinand Erichson in 1842. 

Table 3: Example of system summary 

Table 4 shows the comparison experiments in 

terms of ROUGE-2.  

Our method outperforms the previous studies 

(TextRank(Mihalcea and Tarau, 2005), L2R(Henß 

et al, 2015), Regression(Henß et al, 2015), RL-full 

(Henß et al, 2015) ) on ACL-ARC and WIKI data 

but achieves lower performance than the previous 

studies on DUCs. However, the differences of 

ROUGE scores between the models are relatively 

small. These experimental results show that our 

model is competitive with the previous models. 

Also, the embedding features have proven to be 

useful in RL method. 

 

 
ACL-

ARC 
WIKI 

DUC 

2001 

DUC 

2002 

TextRank 0.0844 0.1256 0.1866 0.2240 

L2R 0.1052 0.1276 0.1934 0.2181 

Regression 0.0883 0.1261 0.1942 0.2187 

RL-full 0.1102 0.1321 0.1993 0.2252 

Our work 0.1158 0.1398 0.1832 0.2163 

Table 4: Rouge-2 of our work and previous studies 
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5 Conclusion 

In this work, we propose an extractive text sum-

marization model for a single document based on 

RL method. We use only embedding features that 

convey meaning and position of a sentence. We 

also extend the previous study by introducing 

DQN-based algorithms to train Q-network effi-

ciently and effectively. Evaluation results show 

that our model is promising for text summariza-

tion even though it uses only simple features. Fi-

nally, we would like to apply our method to more 

complex summarization tasks such as multi-

document or query focus summarization. 
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