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Abstract

Social media texts, such as tweets from
Twitter, contain many types of non-
standard tokens, and the number of nor-
malization approaches for handling such
noisy text has been increasing. We present
a method for automatically extracting
pairs of a variant word and its normal form
from unsegmented text on the basis of a
pair-wise similarity approach. We incor-
porated the acquired variant-normalization
pairs into Japanese morphological analy-
sis. The experimental results show that our
method can extract widely covered vari-
ants from large Twitter data and improve
the recall of normalization without degrad-
ing the overall accuracy of Japanese mor-
phological analysis.

1 Introduction

Social media texts contain many non-standard
tokens (lexical variants), e.g., by lengthen-
ing (“goooood” for ‘“good”) or abbreviating
them (“tmrw” for “tomorrow”). Current lan-
guage processing systems often fail to ana-
lyze such non-standard tokens, so normaliz-
ing them into standard tokens as a prepro-
cess is promising for analyzing such noisy texts
robustly (Cook and Stevenson, 2009; Han et al.,
2012; Li and Liu, 2012, 2014). The normalization
task mainly consists of two components. One is
detecting variant words and generating normaliza-
tion candidates. The other is constructing a word
lattice from possible normalization candidates and
decoding to select the best normalized word se-
quences. Early work on normalization focused on
supervised approaches using labeled text, e.g., an
approach based on a statistical machine translation
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(Aw et al., 2006; Pennell and Liu, 2011). How-
ever, social network service (SNS) text has a dy-
namic nature, and large SNS text is costly to an-
notate. Recent work has been focused on unsuper-
vised approaches. For example, Han et al. (2012)
proposed generating variant-normalization pairs
automatically on the basis of distributional simi-
larity and string similarity. Hassan and Menezes
(2013) developed the approach by using a graph-
based approach. Yang and Eisenstein (2013) in-
troduced a highly accurate unsupervised normal-
ization model. As just described, unsupervised
methods have been developed for English normal-
ization tasks.

Japanese SNS text also contains variant words,
and several normalization methods have been pro-
posed (Sasano et al., 2013; Kaji and Kitsuregawa,
2014; Saito et al., 2014). The basic framework of
Japanese normalization is quite similar to that of
English normalization. However, the problem is
more complicated in Japanese normalization be-
cause Japanese words are not segmented using
explicit delimiters, so we have to estimate word
segmentation simultaneously in the decoding step.
Variant words are also more difficult to extract
automatically in Japanese than in explicitly seg-
mented languages such as English. Unlike En-
glish normalization, the approaches for generating
normalization candidates in Japanese are based on
manually created rules or supervised training us-
ing annotated text. Japanese normalization con-
tains problems to which the English unsupervised
approach is simply applied. Although the English
unsupervised approach assumes that there are ex-
plicit word segmentations, conventional analyz-
ers often fail to segment non-standard words in
Japanese. Therefore, to extract variants in an un-
supervised fashion, we have to introduce an idea
to generate correct word segmentation of variant
words.
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Our idea for this problem is to use short sen-
tences and phrases in SNS text. SNS text, like
tweets from Twitter, contains many short sen-
tences and phrases consisting of a single word or
several words. For Example, “E-23 X —A !
(ohayon, Good Morning)” is a variant form of “
BiX X9 ! (ohayou)) and “H k¥ — I A — (cho
samii, It is very cold)” is a variant form of i
(cho, very)/%€\> (samui, cold).” Since these short
sentences often contain variant words, they can be
used as efficient cues for extracting a variant word.
Our idea is to not extract a variant-normalization
pair in one step. Instead, we present a two-step
normalization approach. In the first step, we ex-
tract coarse candidates for variant-normalization
pairs from unlabeled text, and in the second step,
we incorporate the extracted pairs into Japanese
morphological analysis and normalization. The
appropriate normalization candidates are selected
in the second step. We use training data for mor-
phological analysis in the second step but do not
use annotated data in the first step. Therefore,
we can efficiently extract many types of variant-
normalization pairs that appear in real text.

The contributions of this study are summarized
as follows.

e We developed a new method for extract-
ing pairs of variant and normal forms from
tweets, which have no explicit delimiters, by
focusing on short phrases and sentences in
Twitter.

We incorporated the variant-normalization
pairs extracted by our method from tweets
into a Japanese morphological analysis
method and statistically significantly im-
proved the accuracy for variant words with-
out degrading the overall accuracy for
Japanese morphological analysis.

2 Background
2.1 Japanese Morphological Analysis

As we mentioned above, we have to consider
Japanese normalization tasks with Japanese mor-
phological analysis. In this section, we describe
the basic idea of Japanese morphological analy-
sis. Japanese Morphological analysis can be in-
terpreted as ranking while using a word lattice
and scores of each path (Kaji and Kitsuregawa,
2013). There are two points to consider in
the analysis procedure: how to generate the
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input: E—THT=DLL (totemo tanoshii, “It is such fun”)

&— T i =L 8
[interjection] [particle] [particle] [fun, adjective] [unk]
BOS | I
1

E—TH(ETE) | =L (F=DLLY)
{

| [such, adverb] [fun, adjective]

Figure 1: Example of Japanese morphological
analysis and normalization

word lattice and how to formulate the score
of each path. In Japanese morphological anal-
ysis, the dictionary-based approach has been
widely used to generate word lattices (Kudo et al.,
2004; Kaji and Kitsuregawa, 2013). To calcu-
late the score of each path, two main scores are
widely used: the score for a candidate word and
the score for a pair of adjacent parts-of-speech
(POSs). We can consider other various scores
by using discriminative model (Kudo et al., 2004;
Kaji and Kitsuregawa, 2013).

2.2 Related Work

Several studies have been conducted on Japanese
morphological analysis and normalization. The
approach proposed by Sasano et al. (2013) devel-
oped heuristics to flexibly search by using a sim-
ple, manually created derivational rule. Their sys-
tem generates a normalized character sequence
based on derivational rules and adds new nodes
when generating the word lattice using dictionary
lookup. Figure 1 presents an example of this ap-
proach. If the non-standard written sentence “ & —
TH 72D L v (totemo tanoshii, It is such fun)” is
input, the traditional dictionary-based system gen-
erates nodes that are described using solid lines,
as shown in Figure 1. Since “& — T (totemo,
such)” and “7=®D L \» (tanoshii, fun)” are Out Of
Vocabulary (OOV5s), the traditional system cannot
generate the correct word segments or POS tags.
However, their system generates additional nodes
for the OOVs, shown as broken line rectangles in
Figure 1. In this case, derivational rules are used
that substitute “—” with “null” and “v> (i)” with
“Vy (1)”, and the system can generate the stan-
dard forms “& T¥ (totemo, such)” and “7= D L
V3 (tanoshii, fun)” and their POS tags. If we can
generate sufficiently appropriate rules, these ap-
proaches seem to be effective. However, there are
many types of derivational patterns in SNS text,
and they are difficult to all cover manually. More-
over, how to set the path score for appropriately
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Figure 2: Overview of proposed system

ranking the word lattice when the number of can-
didates increases becomes a serious problem.

Saito et al. (2014) proposed supervised extrac-
tion of derivational patterns (we call them trans-
formation patterns), incorporated these patterns
into a word lattice, and formulated morphologi-
cal analysis and normalization using a discrimi-
nate model. Although this approach can generate
broad-coverage normalization candidates, it needs
a large amount of annotation data of variant words
and their normalization. Kaji and Kitsuregawa
(2014) also proposed morphological analysis and
normalization based on a discriminative model
and created variant words on the basis of hand-
made rules. As far as we know, automatic extrac-
tion of variant-normalization pairs has not been re-
searched. If we can extract variant-normalization
pairs automatically, we can decrease the annota-
tion cost and possibly increase accuracy by com-
bining our method with other conventional meth-
ods.

Several studies have applied a character-based
approach. For example, Sasaki et al. (2013) pro-
posed a character-level sequential labeling method
for normalization. However, it handles only one-
to-one character transformations and does not take
the word-level context into account. The proposed
method can handle many-to-many character trans-
formations and takes word-level context into ac-
count, so it has a wider scope for handling non-
standard tokens.

Many studies have been done on text normaliza-
tion for English; for example, Han and Baldwin
(2011) classifies whether or not OOVs are
non-standard tokens and estimates standard
forms on the basis of contextual, string, and
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phonetic similarities. Hanetal. (2012) and
Hassan and Menezes (2013) developed the
method of extracting variant-normalization pairs
automatically for English. Yang and Eisenstein
(2013) introduced a highly accurate unsupervised
normalization model using log-linear model. In
these studies, clear word segmentations were
assumed to exist. However, since Japanese is
unsegmented, the normalization problem needs
to be treated as a joint normalization, word
segmentation, and POS tagging problem.

Thus, we propose automatically extracting nor-
malization candidates from unlabeled data and
present a method for incorporating these candi-
dates into Japanese morphological analysis and
normalization. Our method can extract new vari-
ant patterns from real text.

3 Proposed Method

Our method consists of two parts. The first in-
volves extracting normalization candidates and
their normal forms from unlabeled data. The sec-
ond involves a morphological analysis and nor-
malization using extracted variants. Basically,
we use a previously proposed dictionary based
approach (Sasano et al., 2013; Saito et al., 2014;
Kaji and Kitsuregawa, 2014), but the method for
generating normalization candidates and some
features used in a discriminative model are new.
The proposed system is illustrated in Figure 2.

In the first part, we generate a coarsely seg-
mented corpus and calculate the pairwise sim-
ilarity of two arbitrary nodes that appear in
the segmented corpus. In a previous study
(Han and Baldwin, 2011), the nodes were as-
sumed to be single words. On the other hand, our
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Figure 3: Flow of generating coarsely segmented
corpus

method assigns a node to not only single words but
also short phrases (See. 3.1). To calculate similar-
ity between two nodes, we use semantic similarity
and phonetic similarity. After calculating similar-
ity, we filter the pairs that do not exceed a similar-
ity threshold. We use word embeddings as a se-
mantic similarity measure. We describe this more
precisely in 3.1.2.

In the second part, the problem is how to incor-
porate extracted variants into Japanese morpho-
logical analysis. We use a discriminative model
and Viterbi decoding for estimating word seg-
mentation, POS tagging, and normalization. To
prevent degradation induced by incorporating ex-
tracted variants, we introduce many types of fea-
tures. We describe this more precisely in 3.2.

3.1 Extracting Candidates of
Variant-Normalization Pairs from
Twitter Texts

3.1.1 Preparation of Coarsely Segmented
Corpus Using Short SNS Sentences and
Phrases

We have to prepare a segmented corpus for gen-
erating normalization candidates and calculating
similarity. The flow of generating coarsely seg-
mented corpus is shown in Figure 3. As we men-
tioned above, we cannot determine the explicit
word segmentation of unlabeled data, especially
for variant words. However, we can assume that
there are some explicit segmentations in text: the
left and right ends of sentences and symbols such
as punctuation, brackets, pictographs, emoticons,
linefeed characters, commas, and spaces. SNS text
contains many short sentences and phrases con-
sisting of a word or several words. Our idea is to
use the units of short sentences and short phrases
delimited in symbols in SNS text as cues for ex-
tracting variant words.

More specifically, we first segment large Twitter

segmented
Twitter dat:
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text with several predefined symbols, extract char-
acter sequences consisting of ten or fewer char-
acters, and insert them into a standard dictionary.
Then we segment the large twitter corpus using
an expanded dictionary and conventional analyzer.
An example of a segmented sentence using an ex-
panded dictionary is “& > & X — 9 (ohhayou)/ !
(Good morning!)”, whereas the result using a stan-
dard dictionary is “& 2 (0)/l% (ha)/ & — (yo)/ )
(u)/ ! ” Since this segmented text contains several
segmentation errors and noise, we extract reliable
candidates using a similarity threshold described
in the next subsection.

3.1.2 Similarity Measures

To calculate the similarity between two nodes w;
and w; appearing in a segmented corpus (3.1.1),
we mainly use two similarity measures: semantic
and phonetic.

Semantic Similarity We calculate semantic
similarity between w; and w; by inducing dense
real-valued low-dimensional embeddings from
large unlabeled text (Mikolov et al., 2013). We
use the tool word2vec ! to calculate embeddings
of each node. Semantic similarity is defined as

semsim(w;, w;j) = cos(vec(w;),vec(w;)) (1)

This semantic similarity is used as a feature of a
normalization and morphological analysis model
(3.2.3). We set the embedding size is 200.

Phonetic Similarity We first convert a surface
string into pronunciations (Japanese Kanji to Hira-
gana) and calculate the edit distance. We use two
types of edit distance: standard and modified. For
calculating modified edit distance, we set the sub-
stitution cost of two strings 0.5 when two strings
have the same vowels, two strings have the same
consonant or two strings are vowels. We also set
insertion and deletion cost of vowels 0.5, while the
standard cost of substitution, insertion and dele-
tion is 1.

We use standard edit distance and modified
edit distance as a threshold of candidate filtering
(3.1.3) and modified edit distance as an element
of a feature of a normalization and morphological
analysis model (3.2.3). For a feature and thresh-
old, we set the phonetic similarity psim(w;, w,)
as follows:

psim(w;, w;) = H p(mi, m;) (2)

mq,m;

'http://code.google.com/p/word2vec/



p(mi, mj) =1- MED(mi, m])/OC(ml, mj)

3)
Where OC(m;, m;) indicates the total number
of operations for calculating edit distance of m;
and m; and M ED(m;, m;) indicates the modi-
fied edit distance. m; and m; indicate the mor-
phemes in w; and wj;, respectively.

To calculate morphological-level features, we
analyzed w; using conventional morphological
analyzer and make morphological-level alignment
using character-level alignment of w; and w; and
morphological information of w;. Here, w; and w;
are regarded as a normal form and a variant form,
respectively. Here is an example of w; = “7c A U
& — ¥ (birthday)” and w; = “72 A U & 9 O (birth-
day)”. In this case, morphological-level alignment
is(72A L kx—/7=A L X9, N/ since character-
level alignment is (7z/7z, AlA, CIC, &/&, —/
9, /) and word segmentation of w; is (72 A
Cx9, 0.

3.1.3 Candidate Filtering using Similarity
Measures

We calculate the pairwise similarity between two
nodes appearing in a segmented corpus (3.1.1)
and their filter using a similarity measure we de-
fined (3.1.2). The set of nodes /N consists of all
tokens w that appear in the segmented corpus.
Since there is a huge number of node pairs and
most are irrelevant, we have to filter the pairs that
have low similarities. Here, we set the thresh-
old of semsim to 0.4, and the threshold of stan-
dard phonetic edit distance is 2. Moreover, we
filter the pairs in which the consonants of the be-
ginning phonetic symbols of each morphemes are
different or morphological-level phonetic similar-
ity p(m;, m;) is lower than 0.6. We also filtered
the candidates when the number of consonants and
all characters in a variant form (except for “->”, *
A7, and lower case letters) are larger than that of
a normal form at morphological level. If a vari-
ant word is already exists in a standard dictionary,
we filtered the candidate. Note that this filtering
is not intended to exactly identify whether the pair
has the relationship of variant and normalization.
Since we use only two similarities, simple pho-
netic information and the coarsely segmented cor-
pus in this phase, we only extract candidates of
variants and their normal forms coarsely in the
first step. Then, we exactly identify the word seg-
mentation and normalization simultaneously in the
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Input: AL L—UE &H->E— (Happy Birthday)

o || o2& || —
fnoun] || funkl [| [unk]

S} =i || Ck— 4
[prefix] [adj] [adj] [adi]
TR ]
S L N :
H/E/R

[birthday]

5l

[prefix]

B/HTES |

[congratulations] H

Figure 4: Example of proposed lattice

second step (3.2).

3.2 Normalization and Morphological
Analysis

3.2.1 Incorporating Normalization
Candidates in Japanese Morphological
Analysis

We generate the word lattice using extracted can-
didate for variant-normalization pairs and dictio-
nary lookup (See Figure 4). The broken line rect-
angles in Figure4 are nodes added by the pro-
posed method. We exploit dictionary lookup by
using the possible character sequence of the ex-
tracted normalized character sequences when vari-
ant character sequences match the input charac-
ter sequences. For example, we exploit dictio-
nary lookup for input character sequences such as
“B7AL x—UE®-> L — (happy birthday)”
and add the possible normalized word sequences
such as “®/FE4HE/H (birthday) ” and “8/% T
& 9 (congratulations)” which are from extracted
variant-normalization candidates. The proposed
method is intended to generate normalized word
sequences. In the first step, appropriateness of
word segmentation is not taken into account, but
in this phase, we can exactly evaluate whether the
acquired pair is appropriate for normalization or
not by considering the morphological connectiv-

ity.
3.2.2 Objective Function

We used a discriminative model for incorporating
many features. The decoder selects the optimal se-
quence y from L(s) when given the candidate set
L(s) for sentence s. This is formulated as follows
(Jiang et al., 2008; Kaji and Kitsuregawa, 2013):

g = arg maxw - f(y) 4
yEL(s)

Where ¢ is the optimal path, L(s) is the lattice
created for s, w - f(y) is the dot product between



Name Feature
Word unigram score frmaps
POS bi-gram score Soi_1.p:

Character sequence score

1/log(py, /ps) if pi, > pi otherwise 0.

1/1 th j—
where, pf, = pi/ """ p, = [T5_, plej|l28). z € (s,t3)

Character similarity score

Semantic similarity score

Character frequency score

Character and morph transformation score

log

(
(
(

log(psim)

log(semsim)

freqw +1)

log(freget + 1), log(fregme + 1), Pets P

Table 1: Feature list

weight vector w and feature vector f(y). The opti-
mal path is selected in accordance with the w-f(y)
value. For estimating parameters, we used the av-
eraged perceptron, which is widely used (Collins,
2002).

3.2.3 Features

The proposed lattice generation method generates
a lattice larger than that generated in traditional
dictionary-based lattice generation. Therefore, we
need to introduce appropriate normalization scores
into the objective function to prevent degradation.
Table 1 lists the features we used. Let m; be the ith
word candidate and p; be the POS tag of m;. p;—1
and m;_; are adjacent POS tag and word, respec-
tively. We used the word unigram score f,,,;,, the
cost for a pair of adjacent POSs f,, , ,, that are
estimated by MeCab 2, and additional scores.

The character sequence score reflects the char-
acter sequence probability of the normalization
candidates (Saito et al., 2014). Here, s and ¢; are
input string and transformed string, respectively
(e.g., in Figure 4, for the normalized node ~ &34
H (birthday)”, sis "E72A L Xk —U0EDH - &=
and t; is "B#tA4: H¥E & > & —”. Then p; and py,
are calculated by using the character 5-gram of a
news corpus. c; is the jth character of character
sequence. We also used character sequence score
as a candidate filter. We filtered the candidates
that did not satisfy the pre-defined condition that
Py < pp,-

The character similarity score is calculated
using pstm (see 3.1.2). The semantic sim-
ilarity score is calculated using semsim (see
3.1.2). The Character frequency score is a fre-
quency of surface character sequences of vari-
ant nodes appeared in news data. Since vari-

“http://taku910.github.io/mecab/ (in Japanese)
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ant words rarely appear in the news data, we use
this feature to identify variant words and stan-
dard words. The character and morph transfor-
mation score is related to transformation patterns.
log(freqet + 1) and log(fregm: + 1) are the fre-
quency of transformation patterns ct (character-
level) and mt (morphological-level) that are ex-
tracted from variant-normalization candidates, re-
spectively. ¢ and ¢,,; are 1 if a node contains
transformation patterns ct and mt, otherwise 0, re-
spectively. The scale of features were adjusted.

Since all those features can be factorized, the
optimal path is searched by using the Viterbi algo-
rithm.

3.24 Candidate Expansion

Although our method can extract many variants,
we expand the variants to achieve higher recall.
We use a simple rule for adding simple variation
in the decoding step. For example, first, repeti-
tions of more than one character of “—", “~"" and
“>” are reduced to one character and repetitions of
more than three characters of Japanese Hiragana
and Katakana are reduced to three characters and
one character. Moreover, we use the patterns of
deletions of “—7, « -” and lowercase char-

acters (Saito et al., 2014).

LRI
b}

~

4 Experiments

4.1 Data and Settings

We prepared the Balanced Corpus of Contempo-
rary Written Japanese (BCCWJ) (Maekawa et al.,
2014), which is a commonly used dataset in Japan
and Twitter data. For unsupervised variant extrac-
tion, we used about 70 million unlabeled Twit-
ter corpora. We used 2,000 sentences of BCCWJ
text for training the decoder and Twitter data for
the test. Twitter data contain manually annotated



variant forms norm forms translation semsim
I 1L L —\> (ureshiii) I L L\ (ureshii) happy 0.655
I 1L L — (ureshii) I L L > (ureshii) happy 0.684
I AL L v (ureshii) 9 AL L\ (ureshii) happy 0.575
I 19\ (uresui) I L L\ (ureshii) happy 0.568
I B\ (uretii) I AL\ (ureshii) happy 0.649
) L 9 (ureshishu) 9 LU\ (ureshii) happy 0.715
b 2 A (kawaee) DH 0 (kawaii) cute 0.744
AV (kanwaii) POV (kawaii) cute 0.683
Z 2 bWV (kyawaii) H L\ (kawaii) cute 0.770
BT —/LI1E T (o/megee/shi/masu)  B/RDI\ LIE T (o/megai/shi/masu) please 0.657
B3/ UIE T (o/magaifsimasu) B3NN/ LIE T (o/megai/shi/masu)  please 0.590
BId\/ LI E 5 (o/megai/shi/mahu)  B/RaD5\ LIE T (o/negai/shi/masu)  please 0.678
L 3Tz (tikare/ta) W7z (tukare/ta ) I’m tired 0.742
B/ T E — (o/medeto) BIOTE ) (o/medetou) congratulations  0.911
B/HTE B (o/medeto) BIOTE ) (o/medetou) congratulations  0.796
BI® > & — (o/metto) BIHTE D (o/medetou) congratulations  0.753
BI/DHTLE D (o/meteto) BIHTE ) (o/medetou) congratulations  0.665

Table 2: Example of extracted pair of variants-normalization candidates

word segmentations, POS tags, and normal forms
for variant words and consist of 7,213 sentences
and 995 variant words. We used Unidic (unidic-
mecab) 3 as a standard dictionary.

4.2 Baselines and Evaluation Metrics

We compared the three methods listed in Ta-
ble 3 in our experiments. Conventional means
a method that generates no normalization candi-
dates and only uses the word cost and the cost
for a pair of adjacent POSs, so we can consider
it as a conventional Japanese morphological anal-
ysis. Rule-based means the conventional rule-
based method proposed by Sasano et al. (2013).
The rule-based method considers insertion of long
sound symbols and lowercase characters and sub-
stitution with long sound symbols and lowercase
characters. We basically use the transformation
rule of Sasano et al. (2013) and use three features
for the model of Rule-based method: the word
score, score for a pair of adjacent POSs, and char-
acter transformation score. The character trans-
formation score is constant for all transformation
rules. Proposed is our method. We used ex-
tracted variant-normalization pairs and all features
described in 3.2.3.

We evaluated each method on the basis of preci-
sion, recall, and the F-value for the overall system
accuracy and the recall for normalization. Since
Japanese morphological analysis simultaneously

3http://osdn.jp/projects/unidic/ (in Japanese)
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estimates the word segmentation and POS tagging,
we have to assess whether or not adding the nor-
malization candidates negatively affects a system.

4.3 Results

4.3.1 Results of Extracted
Variant-Normalization Candidates

Table 2 lists examples of the extracted variant-
normalization candidates. Our method automat-
ically extracted well-known transformation pat-
terns such as substitution of lowercase characters,
insertion of lowercase characters, and insertion of
“—>and “->” such as “9) 41 L —\»> (ureshii)”.

Our method also extracted more variant pho-
netic transformation patterns such as substitu-
tion of “shi” with “pi,” “ji,” or “hi” and these
combinations such as “9 L5\ (uretii)’. We
also list examples of extracted multi-word variant-
normalization pairs. The phrase “¥/41}—
IUIE $ (o/nege/shi/masu)” is a variant pat-
tern of the original phrase “¥/#323\>/L ¥ 7
(o/megai/shi/masu)”. Our method extracted these
multi-word mappings.

Moreover, our method can extract typing errors
such as “ B/DTE I (o/medetou)” with “E/% T
& 9 (o/meteto)” and slang such as“ 9 1L 7§ (ure-
shisu)” with “ 9 4L L \> (ureshii).” Such relatively
less frequent patterns were often excluded from
normalization targets. Our method also extracts
many paraphrases: semantically and phonetically
similar pairs that are not variant-normalization



word seg word seg and POS tag | normalization
method prec rec F prec rec F rec
Conventional | 0.865 0.949 0.905 | 0.837 0919 0.876 -
Rule-based 0.879 0952 0914 | 0.848 0918 0.881 0.294
Proposed 0.882 0951 0915 | 0.851 0918 0.883 0.340

Table 3: Test data (Twitter) precision, recall, and F-value results

proposed conventional  gold translation

(&L Eo) /% Bbk b (Ho) /7 I thought
omo (omott) /ta omota omo (omott) /ta

QWEEDANAFY YY) IFIEDIA EEDA (N4 F YY) violin
bayorin (baiorin) balyolrin bayorin (baiorin)

BY DPADVD (DD WVB\) DAIDIG DADWVD (DD WVL\)  cute
kanwaii (kawaii) kanlwa lii kanwaii (kawaii)

4) oL (EWv) I o/t S o8 (W) It is cold
samu (samui) salmu samu (samui)

O bArZD EZLD) bAIZB bAZ5H(EZLD) It is funny
waroeru (waraeru) waroleru waroeru (waraeru)

©6) B—/Z< B—/ZX B— 2L (EE) Kingdom
oolkoku oolkoku ookoku (oukoku)

(7 DVo7 (VA4 —1) ST Y DWWl (VA v ¥ —) Twitter
tuitta (tuitta) tulilta tuitta (tuitta)

“/” indicates the estimated word segmentation. Words in parentheses “()” are esti-
mated normal forms. Underlined words are variant words.

Table 4: Example of morphological analysis and normalization outputs

pairs. This often degrades the results of morpho-
logical analysis. We use a discriminative model
to prevent such paraphrase pairs appearing in the
decoding step.

4.3.2 Morphological Analysis and
Normalization Results

Tables 3 and 4 list the results for the Twitter
text. The F-value of the proposed method is sig-
nificantly higher than those of the conventional
method and rule-based method. Our method was
able to extract broad-coverage variant words, and
these candidates also improve the recall of normal-
ization without degrading the overall accuracy of
morphological analysis.

Table 4 show examples of the system output. In
the table, slashes indicate the positions of the esti-
mated word segmentations, and the correctly ana-
lyzed words are written in bold. Examples (1) to
(5) are examples improved by using the proposed
method. Examples (6) and (7) are examples that
were not improved.

Error Analysis There were roughly two types
of errors. The first occurred as a result of a lack of

variant-normalization candidates, and the second
was search errors. Example (6) shows an example
of a case in which our method could not generate
the correct normalized form because we could not
extract the correct normalized form. Because we
extract normalization candidates by phrase level,
some patterns are difficult to extract as a word unit.
To increase recall, we need to extract character-
level and morph-level transformation patterns that
occur frequently from phrase-level patterns and
add them into morphological analysis and normal-
ization. Example (7) shows an example of a case
in which a normalized candidate was generated
but a search failed. We will need to develop a more
complicated model or introduce other features into
the current model to reduce the number of search
erTors.

Besides the above errors, there are some errors
in which correct normalization candidates were
filtered. In this study, we filtered many candidates
to eliminate noise. Some normalization candidates
are filtered, and the correct normalization candi-
dates cannot be generated in the word lattice. To
increase recall further, we have to filter functions
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or calculate similarity scores more precisely. Also,
some errors are associated with unknown words.
Twitter data contain many unknown words such
as names, and our system sometimes treats these
names as other nouns. Non-standard and standard
words needs to be more precisely discriminated
between for higher accuracy.

5 Conclusion and Future Work

We introduced a new idea for extracting variant
words from an unsegmented corpus and incorpo-
rated it into morphological analysis. The proposed
method can effectively analyze noisy words with-
out manual annotation. The limitation of this work
is that this method is based on phonetic similar-
ity. Although our method can extract many vari-
ant patterns, it cannot extract a pair of words that
have quite low phonetic similarity. In addition,
our method is based on a heuristic segmentation
method for extracting normalization candidates.
Though it works well in practice, we want to ex-
tend this idea for a more general framework.

In future work, we would like to increase the
coverage of variant-normalization pairs. For this,
we have to extract the character- and morph-level
transformation patterns from the acquired phrase
level variant-normalization pairs.
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