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Abstract

This paper attempts to identify the impor-
tance of sentiment words in financial re-
ports on financial risk. By using a finance-
specific sentiment lexicon, we apply re-
gression and ranking techniques to ana-
lyze the relations between sentiment words
and financial risk. The experimental re-
sults show that, based on the bag-of-words
model, models trained on sentiment words
only result in comparable performance to
those on origin texts, which confirms the
importance of financial sentiment words on
risk prediction. Furthermore, the learned
models suggest strong correlations between
financial sentiment words and risk of com-
panies. As a result, these findings are of
great value for providing us more insight
and understanding into the impact of finan-
cial sentiment words in financial reports.

1 Introduction

Sentiment analysis is the task of finding the atti-
tudes of authors about specific objects. In recent
years, because of the explosion of sentiment infor-
mation from social web sites (i.e., Twitter and Face-
book), blogs, and online forums, sentiment analysis
has become one of the popular research areas in
computational linguistics, such as (Narayanan et
al., 2009; Mohammad and Turney, 2010).

The growing importance of Sentiment Analy-
sis applied to finance brings forth many research
and practical issues to minds like “Why Sentiment
Analysis is important?” In finance, there have been
several studies (Loughran and McDonald, 2011;
Price et al., 2012; Garca, 2013) using textual anal-
ysis to examine the sentiment of numerous news
items, articles, financial reports, and tweets about
public companies. Then, the examined sentiments
can be used to reflect the correlations with other fi-

nancial measures, such as stock returns and volatil-
ities. For most sentiment analysis algorithms, as
mentioned in (Feldman, 2013), the sentiment lexi-
con is the most important resource. In (Loughran
and McDonald, 2011), the Harvard Psychosocio-
logical Dictionary, a common dictionary for gen-
eral sentiment analysis, is extended to be a finance-
specific sentiment lexicon.

In this study, we attempt to use the finance-
specific sentiment lexicon to model the relations
between sentiment information and financial risk.
In specific, we formulate the problem as two differ-
ent prediction tasks: regression and ranking. For
the regression task, we aim to use sentiment infor-
mation to predict a company’s future risk, which
is usually characterized by its real-value volatility.
Instead of predicting the real-value volatility, in the
ranking task, we try to employ sentiments to rank
companies according to their relative risk levels.
From the two tasks, we observe that, trained on
the finance-specific sentiment lexicon only, both
the regression models and ranking models can ob-
tain comparable performance to those trained on
original texts, even though the word dimension is
largely reduced from hundreds of thousands to only
one and half thousand. In addition, we also conduct
some analyses on the learned models, which can
provide more insight into the financial sentiments.

The remainder of this paper is organized as fol-
lows. Section 2 introduces the financial risk mea-
sure and describes the problem formulations. In
Section 3, we describe the details of our experimen-
tal settings and then report the experimental results.
Some discussions and analyses on the learned mod-
els are provided in Section 4. Section 5 concludes.

2 Methodology

2.1 Stock Return Volatility

In finance, volatility is a common risk metric mea-
sured by the standard deviation of a stock’s returns
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over a period of time. Let St be the price of a stock
at time t. Holding the stock for one period from
time t − 1 to time t would result in a simple net
return: Rt = St/St−1− 1 (Tsay, 2005). Therefore,
the volatility of returns for a stock from time t− n
to t can be defined as follows:

v[t−n,t] =

√∑t
i=t−n (Ri − R̄)

2

n
, (1)

where R̄ =
∑t

i=t−nRi/(n+ 1).

2.2 Financial Sentiment Lexicon

For most sentiment analysis algorithms, a senti-
ment lexicon is the most crucial resource. As men-
tioned in (Loughran and McDonald, 2011), a gen-
eral purpose sentiment lexicon might misclassify
common words in financial texts. As shown in their
paper, almost three-fourths of the words in the 10-
K financial reports from year 1994 to 2008, which
are identified as negative by the widely used Har-
vard Psychosociological Dictionary, are typically
not considered negative in financial contexts.

In this paper, we use a finance-specific lexi-
con that consists of the 6 word lists provided
by (Loughran and McDonald, 2011) to analyze
the relations between these sentiment words and
financial risk. The six lists are shown as follows:1

1. Fin-Neg: negative business terminologies
(e.g., deficit, default).

2. Fin-Pos: positive business terminologies (e.g.,
achieve, profit).

3. Fin-Unc: words denoting uncertainty, with em-
phasis on the general notion of imprecision
rather than exclusively focusing on risk (e.g.,
appear, doubt).

4. Fin-Lit: words reflecting a propensity for legal
contest or, per our label, litigiousness (e.g.,
amend, forbear).

5. MW-Strong (Strong Modal Words): words ex-
pressing strong levels of confidence (e.g., al-
ways, must).

6. MW-Weak (Weak Modal Words): words ex-
pressing weak levels of confidence (e.g.,
could, might).

1All these lists are available at http://www.nd.edu/
mcdonald/Word_Lists.html.

2.3 Problem Formulation
2.3.1 Regression Task
Given a collection of financial reports D =
{d1,d2, . . . ,dn}, in which each di ∈ Rp and is
associated with a company ci, we seek to predict
the company’s future risk, which is characterized
by its volatility vi. Such a prediction can be defined
by a parameterized function f as follows:

v̂i = f(di; w). (2)

The goal is to learn a p-dimensional vector w from
the training data T = {(di, vi)|di ∈ Rp, vi ∈ R}.

Support Vector Regression (SVR) (Drucker et
al., 1997) is a popular technique for training such
a regression model. SVR is trained by solving the
following optimization problem:

min
w

V (w) =
1

2
〈w,w〉

+
C

n

n∑
i=1

max (|vi − f(di; w)| − ε, 0) ,

where C is a regularization constant and ε controls
the training error. More details about SVR can be
found in (Schölkopf and Smola, 2001).

2.3.2 Ranking Task
For the ranking task, our goal is to rank companies
by using their financial reports according to the
volatilities of stock returns. Following the work
in (Tsai and Wang, 2013), we split the volatilities of
company stock returns within a year into different
risk levels, which can be considered as the relative
difference of risk among the companies.

After classifying the volatilities of stock returns
(of companies) into different risk levels, the ranking
task can be defined as follows: Given a collection
of financial reports D, we aim to rank the compa-
nies via a ranking model f : Rp → R such that the
rank order of the set of companies is specified by
the real value that the model f takes. In specific,
f(di) > f(dj) is taken to mean that the model
asserts that ci � cj , where ci � cj means that ci
is ranked higher than cj ; that is, the company ci is
more risky than cj . In this paper, we adopt Ranking
SVM (Joachims, 2006) for the ranking task.

3 Experiments

This section first describes the details of our exper-
imental settings. Then, we report the experimental
results of the models trained on the finance-specific
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Year # of Documents # of Unique Terms

1996 1,406 19,613
1997 2,260 26,039
1998 2,461 29,020
1999 2,524 30,359
2000 2,424 30,312
2001 2,596 32,292
2002 2,845 38,692
2003 3,611 48,513
2004 3,558 50,674
2005 3,474 53,388
2006 3,306 51,147

Table 1: Statistics of the Corpora.

Dictionary # of Words # of Stemmed Words

Fin-Neg 2,349 918
Fin-Pos 354 151
Fin-Unc 291 127
Fin-Lit 871 443
MW-Strong 19 10
MW-Weak 27 15

Total 3,911 1,664

Table 2: Statistics of the Financial Lexicon.

sentiments only and those on original texts for the
regression and ranking tasks.

3.1 Experimental Settings
3.1.1 Corpora and Preprocessings
In the United States, the federal securities laws
require publicly traded companies to disclose in-
formation on a regular basis. A Form 10-K, an
annual report required by the Securities and Ex-
change Commission (SEC), provides a compre-
hensive overview of the company’s business and
financial conditions, and includes audited financial
statements. In this paper, the 10-K Corpus (Kogan
et al., 2009) is used to conduct our experiments, in
which only Section 7 “management’s discussion
and analysis of financial conditions and results of
operations” (MD&A) is used because the section
contains the most important forward-looking state-
ments about the companies.

For the preprocessing, in our experiments, all
documents and the 6 financial sentiment word lists
were stemmed by the Porter stemmer, and some
stop words were also removed. Table 1 lists the
statistics of documents and unique terms in each
year. Table 2 shows the statistics before and after

stemming in each of the 6 financial word lists. Note
that some words occur in more than one word list,
so the number of unique stemmed sentiment words
is 1,546 rather than 1,664.

In addition, the twelve months before/after the
report volatility for each company (denote as v−(12)

and v+(12), respectively) can be calculated by
Equation (1), where the price return series can be
obtained from the Center for Research in Secu-
rity Prices (CRSP) US Stocks Database. For the
ranking task, in order to obtain the relative risks
among companies, we categorize the companies of
each year into 5 risk levels by following the work
in (Tsai and Wang, 2013).

3.1.2 Feature Representation
In our experiments, for the bag-of-words model,
two word features are used to represent the 10-K
reports. Given a document d, two word features
(i.e., TFIDF and LOG1P) are calculated as follows:

• TFIDF(t,d) = TF(t,d) × IDF(t,d) =
TC(t,d)/|d| × log(|D|/|d ∈ D : t ∈ d|),

• LOG1P = log(1 + TC(t,d)).

Above, TC(t,d) denotes the term count of t in d,
|d| is the length of document d, and D denotes the
set of all documents in each year. Note that IDF
is computed from the documents in a single year
because the document frequency of a specific word
may vary across different years. Following (Kogan
et al., 2009), we also use the logarithm of the twelve
months before the report volatility (i.e., log v−(12))
as an additional feature. We denote these trained
models as TFIDF+ and LOG1P+ hereafter.

3.1.3 Evaluation Metrics
For the regression task, the performance is mea-
sured by the Mean Squared Error (MSE) between
the predicted (v̂+(12)

i ) and true log-volatilities
(v+(12)

i ).

MSE =
1

n

n∑
i=1

(
log
(
v

+(12)
i

)
− log

(
v̂

+(12)
i

))2
,

where n is the number of tested companies.
For the ranking task, two rank correlation met-

rics are used to evaluate the performance in our
experiments: Spearman’s Rho (Myers and Well,
2003) and Kendall’s Tau (Kendall, 1938). Given
two ranked lists X = {x1, x2, . . . , xn} and Y =
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Task (Features) 2001 2002 2003 2004 2005 2006 Mirco-avg

Regression
Mean Squared Error

(LOG1P+) ORG 0.18082 0.17175 0.17157 0.12879 0.13038 0.14287 0.15271
SEN 0.18506 0.16367 0.15795 0.12822 0.13029 0.13998 0.14894

Kendall’s Tau

Ranking

ORG 0.62173 0.63626 0.58528 0.59350 0.59651 0.57641 0.59965
SEN 0.63349 0.62280 0.60527 0.59017 0.60273 0.58287 0.60458

(TFIDF+) Spearman’s Rho

ORG 0.65271 0.66692 0.61662 0.62317 0.62531 0.60371 0.62939
SEN 0.66397 0.65303 0.63646 0.61953 0.63133 0.60999 0.63403

Table 3: Experimental Results of Using Original Texts and Only Sentiment Words.

{y1, y2, . . . , yn},

Rho = 1− 6
∑

(xi − yi)
2

n(n2 − 1)
,

Tau =
#concordant pairs−#discordant pairs

0.5 · n · (n− 1)
.

For the measure of Kendall’s Tau, any pair of ob-
servations (xi, yi) and (xj , yj) is concordant if
the ranks for both elements agree; that is, if both
xi � xj and yi � yj or if both xj � xi and yj � yi.
In contrast, it is discordant if xi � xj and yj � yi

or if xj � xi and yi � yj . If xi = xj or yi = yj ,
the pair is neither concordant nor discordant.

3.1.4 Parameter Settings
For the regression task, linear kernel is adopted
with ε = 0.1 and the trade-offC is set to the default
value of SVMlight,2 which are the similar settings
to those in (Kogan et al., 2009). For ranking, linear
kernel is adopted with C = 1, all the other parame-
ters are set as the default values of SVMRank.3

3.2 Experimental Results
Table 3 tabulates the experimental results, in which
the training data is composed of the financial re-
ports in a five-year period, the following year of
which is the test data. For example, the reports
from year 1996 to 2000 constitute a training data,
and the learned model is tested on the reports of
year 2001.

We compare the performance of the models
trained on the original texts (denoted as ORG here-
after) with those on only sentiment words (denoted

2http://svmlight.joachims.org/
3http://www.cs.cornell.edu/people/tj/

svm_light/svm_rank.html

as SEN hereafter). In our experiments, the word
feature LOG1P is chosen for the regression task and
TFIDF for the ranking one, as suggested in (Ko-
gan et al., 2009) and (Tsai and Wang, 2013). Note
that in these two studies, their models are trained
on the original texts and the results are listed in
the row denoted as ORG in Table 3. The bold face
number in the table denotes the best result between
ORG and SEN. As shown in the table, for the two
tasks, the results of using only sentiment words, in
most cases, perform better than those of using the
original texts.

4 Analysis

4.1 Ranking vs. Regression

Figure 1 shows the top 10 learned words from both
the ranking (TFIDF+) and regression (LOGP+)
models trained on sentiment words only (SEN);
in addition, the figure also lists the accumulated
numbers of these words appearing in the 6 corre-
sponding regression or ranking models.

Observe that the words learned from the rank-
ing models are much more consistent than those
from the regression ones. For example, the words
“amend,” “deficit,” “forbear” appear in all of the 6
ranking models; in addition, there are 7 words from
the ranking models get the majority vote with more
than 4 occurrences, whereas only 3 words from the
regression ones occur more than 4 times. On the
other hand, there are 11 words from the ranking
models and 20 words from the regression ones that
occur only one time. The results shown in Fig-
ure 1 correlate with the findings in (Tsai and Wang,
2013), which states that adopting the ranking mod-
els to analyze the relations between financial risk
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Figure 1: Number of Occurrences of the Top 10
Weighted Terms Learned via the Ranking and Re-
gression Tasks. The notation * denotes that except the
term “concern” there are other terms that occur only one
time among 6 ranking models, which are listed as follows:
breach, profit, violat, regain, uncomplet, accid, abl, integr,
doubt, grantor; similarly, for the notation ∧, the terms are:
incorrectli, fault, nondisclosur, misus, breakag, defalc, ex-
cit, unclear, sentenc, overdu, omit, inforc, irrevoc, unencumb,
further, variant, precipit, libel, loss.

and text information might be a more reasonable
way than the regression models.

4.2 Financial Sentiment Terms Analysis
As shown in Section 4.1, the ranking models can
obtain more consistent results than the regression
ones. Therefore, in the following discussions, we
conduct some analyses on the words learned from
the ranking models.

Figure 2 plots the words learned from our rank-
ing models. In the figure, the single-outline circle
denotes that only sentiment words are used as the
training data; the double-outline circle denotes that
all words in the original texts are considered when
training. Moreover, the color filled in a circle with
a term denotes which the sentiment word lists the

term belongs to; the circle with 2-mixed colors in-
dicates the term belongs to two word lists. Note
that the circle area is proportional to the average
weight of each term.

In Figure 2, the top 5 average weighted words
for the results of each kind of training data are
marked by numbers from 1 to 5. For the case of
training on sentiment words only (SEN), the top 5
average weighted words are amend, deficit, forbear,
delist, default, whereas those under case ORG are
ceg, nasdaq, gnb, coven, forbear; only one word
forbear overlaps. An interesting finding is that
when the models are trained on the original texts,
some less informative terms like ceg (a company
name, Co-Energy Group), nasdaq (an American
stock exchange), gnb (a company name, GNB Tech-
nologies), are highly ranked; however, the relation
is weak between these words and financial risk.
In contrast, as only sentiment words are used for
training, it is more reasonable that the terms are
highly related to financial risk. In addition, since
the terms in the figure have been stemmed, one
term may correspond to one or more words. We
also list the original words from the sentiment lexi-
con for each top 5 average weighted sentiment term
in Figure 2. For example, the top 1 weighted term
“amend” will have the list containing the words
“amend,” “amendable,” “amendatory,” and so on.

Below we provide some original descriptions
from 10-K reports that contain the top 2 weighted
sentiment words in Figure 2. Note that the term
with a higher weight is associated with higher finan-
cial risk. First, the term “amend” from the Fin-Lit
list is considered. One piece of paragraph quoted
from the original report is listed as follows:

(from AGO, 2006 Form 10-K)
On March 22, 2005, we amended the
term loan agreements to, among other
reasons, lower the borrowing rate by 25
basis points from LIBOR plus 2.00% to
LIBOR plus 1.75%.

In finance, the amend usually means “to change
by some formal processes.” This top-ranked term
indicates that companies amending their policies
frequently are associated with relative high risk.

We then discuss the term “deficit” from the Fin-
Neg list, which means an excess of liabilities over
assets, of losses over profits, or of expenditure over
income in finance. Therefore, it is natural to say
that a company associated with higher deficit might
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Figure 2: Highly-Weighted Terms Learned from the 6 Ranking Models of Using Original Texts (ORG)
and Only Sentiment Words (SEN). The color filled in a circle with a term denotes which the sentiment word lists the
word belongs to; the circle with 2-mixed colors indicates the term belongs to two word lists. The single-outline circle denotes
that only sentiment words from the 6 dictionaries (see Table 2) are used as the training data; the double-outline circle denotes that
the original texts are considered when training. Top 5 terms for the results of each kind of training data are marked by numbers
from 1 to 5; the original words from the sentiment lexicon for each top 5 average weighted sentiment terms are also provided.

have higher risk. One piece of paragraph quoted
from the original report is listed as follows:

(from AXS-One Inc., 2006 Form 10-K)
At December 31, 2005, we had cash and
cash equivalents of $3.6 million and a
working capital deficit of $3.6 million
which included $8.2 million of deferred
revenue. The increase of the working
capital deficit from $3.3 million at De-
cember 31, 2004 is primarily the result
of a decrease in cash and decreased ac-
counts receivable offset partially by a de-
crease in deferred revenue.

5 Conclusions and Future Work

This paper identifies the importance of sentiment
words in financial reports associated with financial
risk. With the usage of a finance-specific sentiment
lexicon, regression and ranking techniques are ap-
plied to analyze the relations between the sentiment
words and financial risk. The experimental results

show that, based on the bag-of-words model, the
models trained on sentiment words only can re-
sult in comparable performance to those on origin
texts, which attests the importance of the financial
sentiment words on risk prediction. In addition,
the learned models also suggest strong correlations
between financial sentiment words in financial re-
ports and the risk of companies. As a result, these
findings provide us more insight and understand-
ing into the impact of financial sentiment words
on companies’ future risk. There are several future
work, such as how to use even further information
(i.e., syntactic information) for analysis, and how
to conduct more fine-grained analysis.
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