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Abstract 

 

Emotion is an instinctive state of mind aroused 

by some specific objects or situation. Ex-

change of textual information is an important 

medium for communication and contains a 

rich set of emotional expressions. The compu-

tational approaches to emotion analysis in tex-

tual data require annotated lexicons with po-

larity tags. In this paper we propose a novel 

method for constructing emotion lexicon an-

notated with Ekman‟s six basic emotion clas-

ses (anger, disgust, fear, happy, sad and sur-

prise). We adopt the Potts model for the prob-

ability modeling of the lexical network. The 

lexical network has been constructed by con-

necting each pair of words in which one of the 

two words appears in the gloss of the other. 

Starting with a small number of emotional 

seed words, the emotional categories of other 

words have been determined. With manual 

checking of top 200 words from each class an 

average precision of 85.41% has been 

achieved. 

1 Introduction 

Sentiment analysis and classification from elec-

tronic text is a hard semantic disambiguation 

problem (Das and Bandyopadhyay, 2010). Many 

recent researches have been conducted in the 

fields of sentiment extraction (Kim et al., 2012; 

Taboada et al., 2011), opinion mining, summari-

zation (Aman and Szpakowicz, 2007; Das et al., 

2012; Yang et al., 2007; Quan and Ren, 2010) 

and each of which has a variety of potentially 

valuable applications. For example, we can effi-

ciently collect people‟s opinion on a new rule 

enforced by the Government from Blog sites and 

at the same time be able to grasp their emotion 

without having to read their comments. An im-

perative resource for such kind of emotional 

analysis is an emotion lexicon annotated with 

several emotional classes like happy, sad, fear, 

anger, surprise and disgust. In the previous ex-

ample, frequent appearance of words from the 

happy class in a blog document would imply that 

the writer of the comment is quite happy with the 

new rule proposed by the Government.  

Several works have been conducted on build-

ing emotional corpora in different languages 

such as in English (Aman and Szpakowicz, 

2007), Chinese (Yang et al., 2007; Quan and 

Ren, 2010), and Bengali (Das and Bandyopadh-

yay, 2010) etc. All these works have focused on 

developing sentiment lexicon with three senti-

ment classes. For instance, Takamura et al. 

(2005) have developed a lexicon of emotion 

words tagged with the classes desirable and un-

desirable using Spin model. A number of other 

polarity sentiment lexicons are available in Eng-

lish such as SentiWordNet 3.0 (Esuli et al., 

2010), Subjectivity Word List (Wilson et al., 

2005), WordNet-Affect list (Strapparava et al., 

2004), Taboada‟s adjective list (Taboada et al., 

2006). On the other hand, several polarity senti-

ment lexicons have been developed in different 

languages like Hindi, Bengali and Telegu (Das 

and Bandyopadhyay, 2010), Japanese (Torii et 

al., 2012) etc. 

Among all these publicly available sentiment 

lexicons, SentiWordNet is one of the well-known 

and widely used ones (number of citations is 

higher than other resources
1
), having been uti-

                                                 
1
 http://citeseerx.ist.psu.edu/index 
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lized in several applications such as sentiment 

analysis, opinion mining and emotion analysis. 

Undoubtedly, manual compilation is the best 

way to create such an emotion lexicon but is 

much expensive in terms of time and human ef-

fort. Thus, the objective of the present paper is to 

develop a method for automatically creating such 

a list of words from the glosses of a dictionary, 

as well as from a thesaurus and a corpus. For this 

purpose, we have used the Potts model, a proba-

bilistic model for lexical network. In the lexical 

network, each node has one of the three orienta-

tion values and the neighboring nodes tend to 

have the same value. For each of the emotion 

classes, we estimate the states of the nodes indi-

cating the semantic orientation of each class. 

However, the proposed method does not deal 

with words that do not appear in the lexical net-

work. 

We have classified the words into six emotion 

classes using Potts model. First, the manual 

evaluation has been done to get the accuracies. 

Then we have automatically calculated accura-

cies comparing with the WordNet Affect list. We 

have also classified the words into two classes 

(positive and negative) and the accuracy is eval-

uated using the SentiWordNet. The generated 

emotion lexicon in English also contains the 

parts of speech (adjective, adverb, noun and 

verb) information of the emotion words as well 

as their emotional classes. 

The rest of the paper is organized in the fol-

lowing manner. Section 2 discusses briefly the 

resources available till date. Section 3 provides 

an overview on Potts model. Section 4 describes 

the implementation of Potts Model for the con-

struction of our emotion lexicon. Section 5 pre-

sents the experiments with detail analysis.  Final-

ly, conclusions are drawn and future directions 

are presented in Section 6. 

2 Related Work 

Takamura et al. (2005) extracted semantic orien-

tation of words according to the spin model, 

where the semantic orientation of words propa-

gates in two possible directions like electrons. 

Electrons propagate their spin direction to neigh-

boring electrons until the system reaches a stable 

configuration. They have constructed a lexical 

network by connecting pairs of words. In each 

pair either word appears in the gloss of the other. 

They have applied spin model iteratively till en-

ergy of the system is minimized. 

Esuli and Sebastiani‟s (2006) approach to de-

velop the SentiWordNet is an adaptation to syn-

set classification based on the training of ternary 

classifiers for deciding positive and negative 

(PN) polarity. Each of the ternary classifiers is 

generated using the Semi-supervised rules. 

Strapparava and Valitutti (2004) developed 

the WORDNET-AFFECT, a lexical resource that 

assigns to a number of WORDNET synsets one 

or more affective labels such as emotion, mood, 

trait, cognitive state, physical state, behavior, 

attitude and sensation etc. They have prepared a 

preliminary resource named as AFFECT, then 

projected part of the affective information from 

the AFFECT database onto the corresponding 

senses of WORDNET-AFFECT. 

Das and Bandyopadhyay, (2010) created the 

SentiWordNet for Indian Languages like Hindi, 

Bengali and Telegu by multiple computational 

approaches like WordNet based, dictionary 

based, corpus based or generative approaches. 

They have used the Bilingual corpus and gener-

ated the SentiWordNet(s) for the Indian lan-

guages from the English sentiment lexicon 

merged from the English SentiWordNet and the 

Subjectivity Word List.  

Das et al., (2012) presented a task of develop-

ing an emotion lexicon. A lexical network has 

been developed on the freely available ISEAR 

dataset using the co-occurrence threshold. They 

classified words into seven categories, i.e., an-

ger, disgust, fear, guilt, joy, sadness and shame. 

SVM and Fuzzy C-mean classifier have been 

used for the classification. They also computed 

the precision of top 100 words and reported 95% 

precision for seven emotion classes. 

3 Potts Model  

We have employed the Potts model which is a 

generalization of Ising model (Nishimori, 2001). 

If a variable has more than two values and there 

is no ordering relation between the values, such 

network is called a Potts Model (Wu, 1982). 

Potts model has been a subject of increasing re-

search interest in the recent years. In this section 

we present the mathematics of Potts model. Potts 

model has been used in several applications such 

as extraction of semantic orientations of phrases 

from dictionary (Takamura et al., 2007). 

It has been observed that the types of similari-

ty or prior polarity scores do not completely 

solve the problem of classifying emotional 

words. In fact, finer details are revealed by so-

called contextual polarity classification, because 
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the same textual content can be presented with 

different emotional slants (Grefenstette et al., 

2005). For example, the word „succumb‟ can 

trigger a mix of multiple emotions: „fear‟ as well 

as „sad‟. Considering word-wise emotion identi-

fication as a multi-label text classification prob-

lem, we deploy a Potts model based classifica-

tion technique. 

3.1 Introduction to Potts Model 

Suppose a network of nodes and weighted edges 

is given. The states of the nodes are collectively 

represented by n. The weight between nodes i 

and j is represented by wij.  

The energy function is represented as H(n), 

which indicates the state of the whole network: 

 ( )    ∑     (     )     ∑   (     )     

 

where β is a constant called the inverse-

temperature, L is the set of the indices for the 

observed variables, ai is the state of each ob-

served variable indexed by i, and α is a positive 

constant representing a weight on labeled data. 

Function δ returns 1 if two arguments are equal 

to each other, 0 otherwise. The state is penalized 

if ni (i L) is different from ai. Using H(n), the 

probability distribution of the network can be 

represented as P(n) = exp{−H(n)}/Z, where Z is a 

normalization factor. 

However, it is computationally difficult to ex-

actly estimate the state of this network. We resort 

to a mean-field approximation method. In the 

method, P(n) is replaced by factorized function 

 ( )   ∏  ( )    . Then we can obtain the func-

tion with the smallest value of the variational 

free energy: 
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By minimizing F(n) under the condition that 

  , ∑   (  )     , we obtain the following fixed 

point equation for    :  
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The fixed point equation for     can be ob-

tained by removing   (    ) from above.  

This fixed point equation is solved by an itera-

tive computation. After the computation, we ob-

tain the function ∏   (  ) . When the number of 

classes is two, the Potts model in this formula-

tion is equivalent to the mean-field Ising model 

(Nishimori, 2001).  

4 Potts Model for Construction of Emo-

tional Lexicon  

In this section we describe the methodologies 

adopted to develop the emotional lexicon where-

in words are classified into six emotional classes. 

4.1 Constructing Lexical Networks 

We have constructed a lexical network which has 

been termed as gloss network (Takamura et al., 

2005). This network is developed by linking two 

words if one appears in the gloss of other word. 

Each link belongs to one of the two groups: same 

orientation links (SL) and different orientation 

links (DL). If at least one word precedes a nega-

tion word (e.g., not) in the gloss of the other 

word, the said link is considered as a different-

orientation link. Otherwise the link is a same-

orientation link. Lexical Network contains 88015 

words collected from the dictionary. Statistics of 

the lexical network is shown in Table 1. Next, 

we assign weights W = (wij) to links as follows: 

 

    

{
 
 

 
 

 

√ ( ) ( )
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√ ( ) ( )
    (      )

                    

 

 

where     denotes the link between word i and 

word j, and d(i) denotes the degree of word i, 

which is actually the number of words linked 

with word i. Two words without a connection are 

regarded as connected by a link of weight 0. 

 

Class No. of words 

Adjective 20497 

Adverb 3751 

Noun 55285 

Verb 8482 

 

Table 1. Statistics of Lexical network 

 

We have also constructed another network, the 

gloss thesaurus network (GT), by linking syno-
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nyms, antonyms and hypernyms, in addition to 

the above linked words. Only antonym links are 

in DL. 

We enhanced the gloss-thesaurus network 

with co-occurrence information extracted from 

corpus. Hatzivassiloglou and McKeown (1997) 

focused on conjunctive expressions such as 

“simple and well-received” and “simplistic but 

well-received”, where the former pair of words 

tend to have the same semantic orientation, and 

the latter tend to have the opposite orientation. 

Following their method, we connect two adjec-

tives if the adjectives appear in a conjunctive 

form in the corpus. If the adjectives are connect-

ed by “and”, the link belongs to SL. If they are 

connected by “but”, the link belongs to DL. We 

call this network the gloss-thesaurus-corpus 

network (GTC). We have used gloss-thesaurus-

corpus network in our experiments.  

4.2 Classification of Words 

Takamura et al., (2007) used the Potts model for 

extracting semantic orientation of phrases (pair 

of adjective and a noun): positive, negative or 

neutral. In contrast to that, we have used the 

Potts model for identifying the emotional class 

(es) of a word.  

We have used one seed word from each class 

to start with the experiment. Each seed word is 

assigned a class manually. We therefore estimate 

the state of nodes in the lexical network for each 

class of emotions. The only drawback is that, it 

could not assign any emotional class to a word 

which is not present in the lexical network. The-

se words may be referred to as unseen words.  

The reason of choosing Potts model over Ising 

model is that Ising model is helpful for modeling 

a system involving two classes only (i.e. positive 

and negative), whereas Potts model can be mod-

eled for more than two classes.  

5 Evaluation 

We performed our experiments with different 

values of β, ranging from 0.5 to 1 with an inter-

val of 0.1 and achieved best result for β = 0.9. 

We also performed experiments with different 

set of seed words. Fixed seed words are used 

with different β values.  We prepared three lists 

of seed words containing 6, 12 and 18 words re-

spectively. They were prepared by picking 1, 2 

or 3 words from each emotional class respective-

ly. 

We have classified the words into six emo-

tional classes with different seed words and dif-

ferent values of β. Then the accuracies were 

computed manually as well as using the Word-

Net Affect lexicon. We also classified the words 

into two classes, i.e. positive and negative. The 

accuracies of two classes were calculated using 

the SentiWordNet.  

 

Classes (Manually 

checked) 

Precision 

(in %age) 

Happy (200) 80.0 

Sad (200) 80.5 

Surprise (200) 82.0 

Angry (200) 92.5 

Fear (200) 92.0 

Disgust (200) 85.5 

Average 85.41 

 

Table 2. Precision (under manual checking of 

each class) 

5.1 Classification Results  

Before discussing the accuracy, we would like to 

make some interesting observations. There are 

some words that cannot be classified by the clas-

sifier, i.e., for these words the probabilities of 

each class is the same. The number of these 

words varies with the change of β values and the 

number of seed words. We also observed similar 

change in the number of words put into each 

class. 

We have manually checked top 200 words 

from each class having highest probability and 

reported the precision in Table 2. We have 

achieved maximum precision of 92.5% and 

92.0% angry and fear classes respectively. It has 

been observed that the happy class has lowest 

precision and is about 80%. The precisions of 

sad, surprise and disgust classes are 80.5%, 82% 

and 85.5% respectively. We also performed sev-

eral experiments by changing the values of β and 

the varying the number of seed words. The high-

est precision is achieved with β = 0.9 and number 

of seed word kept at 18, i.e., three words from 

each group.  

We observed that the accuracy of happy class 

is low. The reason may be that many words in 

this class do not have any relation to happy class 

and such words are basically neutral words or 

tough words, i.e. these words do not contain any 

emotions. For example, “handel” and “olivier” 

are identified as happy words, whereas they do 

not have any relation with the happy class. We 

also observed that happy emotion class contains  
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 Happy Sad Surprise Angry Fear Disgust Neutral 

Happy 160 0 4 0 0 0 36 

Sad 0 161 1 13 8 15 2 

Surprise 5 6 164 2 8 12 3 

Anger 0 7 1 185 1 5 1 

Fear 0 9 1 1 184 3 0 

Disgust 0 11 2 12 3 171 1 

Neutral 0 0 0 0 0 0 0 

 

Table 3. Confusion matrix for manual precision checking.

 

 

Classes  
Precision 

(in %age) 

Happy  50.8 

Sad  52.3 

Surprise 46.8 

Angry 56.0 

Fear  51.4 

Disgust 35.5 

Average 48.8 

 

Table 4. Precision of each class collected by 

WordNet-Affect. 

 

Classes  
Precision 

(in %age) 

Happy  58.9 

Sad  65.4 

 

Table 5. Accuracy of each class based on  

SentiWordNet. 

 

some words from the surprised class. For exam-

ple, the word “fortuitous” means happening by a 

lucky chance. Another example is “stunning”, 

which is classified as happy class, but it belongs 

to surprise class. In case of sad word class, we 

found some words from fear, angry and disgust 

classes. Angry class comprises some words from 

sad, fear, disgust and neutral classes. For exam-

ple, the word “stink” is classified as sad class 

where as it belongs to disgust class. It does not 

contain any word from happy class. Fear and 

disgust classes contain word from all other clas-

ses except happy class. The details can be found 

from confusion matrix given in the Table 3. 

There are some words which could belong to 

more than two classes depending on the con-

text/situation. For example, “shiver” falls under 

the class sad and fear. We have removed these 

words while calculating the accuracy of the sys-

tem. 

We have also cross checked the accuracies of 

our system using the WordNet Affect. Here we 

have classified the words in six emotion classes 

and the precision is computed by comparing with 

WordNet-Affect. As WordNet-Affect contains 

less numbers of emotion words, so we just 

checked top 100 words from each emotion clas-

ses and the precision is given in Table 4. The 

average precision calculated is 48.8%. This is 

due to the fact that WordNet-Affect contains less 

number of words.   

We have also classified the words into two 

classes, i.e. positive and negative. Then we have 

computed the accuracy of the output using the 

SentiWordNet 3.0 (Esuli et al., 2010). Approxi-

mately 25000 words occur with same probability 

and those words are removed at the time of test-

ing. The accuracy is given in the Table 5. We 

have achieved 58.9 % accuracy in positive class 

or happy class, whereas 65.4% in negative class 

or sad class. 

A shortcoming of this system is that it cannot 

handle those words which are not present in the 

lexical network. Error occurs when a non-

emotional word is assigned a class. 

6 Conclusion and Future Work 

A method has been proposed for extracting emo-

tional orientations of words with high accuracy 

using Potts model. The major contribution in the 

task is to prepare the emotional lexicon.  

There are several directions for future works. 

One of them is to incorporate the syntactic in-

formation. Since importance of each word in a 

gloss depends on its syntactic role, syntactic in-

formation in glosses should be useful for classi-

fication.  

A single word could belong to multiple clas-

ses. So, the identification of those words and rep-

resenting them in fuzzy classes is one of the cru-

cial research goals to be achieved in future.  
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Reducing the number of words having same 

probability in each emotion classes may be an-

other research work. New words that are not 

listed in the Lexical Network can be updated in 

later works. 

Finally, we are of the opinion that the pro-

posed model is applicable to other tasks in com-

putational linguistics.  
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