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Abstract

For many NLP applications such as In-
formation Extraction and Sentiment De-
tection, it is of vital importance to distin-
guish between synonyms and antonyms.
While the general assumption is that dis-
tributional models are not suitable for this
task, we demonstrate that using suitable
features, differences in the contexts of syn-
onymous and antonymous German adjec-
tive pairs can be identified with a simple
word space model. Experimenting with
two context settings (a simple window-
based model and a ‘co-disambiguation
model’ to approximate adjective sense
disambiguation), our best model signif-
icantly outperforms the 50% baseline
and achieves 70.6% accuracy in a syn-
onym/antonym classification task.

1 Introduction

One notorious problem of distributional similarity
models is that they tend to not only retrieve words
that are strongly alike to each other (such as syn-
onyms), but also words that differ in their meaning
(i.e. antonyms). It has often been argued that this
behaviour is due to the distributional similarity of
synonyms and antonyms: despite conveying dif-
ferent meanings, antonyms also seem to occur in
very similar contexts (Mohammad et al., 2013).
In many applications, such as information re-
trieval and machine translation, the presence of
antonyms can be devastating (Lin et al., 2003).
While a number of approaches have addressed the
issue of synonym and antonym distinction from a
computational point of view, they are usually lim-
ited in some way, for example by requiring the
antonymous words to co-occur in certain patterns
(Lin et al., 2003; Turney, 2008), or by relying on
external resources such as thesauri (Mohammad et
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al., 2013; Yih et al., 2012). Probably due to this
strong similarity of their contexts, there have been
no successful attempts so far to distinguish the two
relations via a standard distributional model such
as the word space model (Sahlgren, 2006).
Prominent work in psycholinguistics, however,
has shown that humans are able to distinguish the
contexts of antonymous words, and that these are
by no means interchangeable (Charles and Miller,
1991). The goal of our research is to show that
using suitable features these differences can be
identified via a simple word space model, rely-
ing on contextual clues that govern the ability to
distinguish the relations in context. For this pur-
pose, we present a word space model that ex-
ploits window-based features for synonymous and
antonymous German adjective pairs. Next to in-
vestigating the contributions of the various parts-
of-speech with regard to the word space model,
we experiment with two context settings: one that
takes into account all contexts in which the mem-
bers of the word pairs occur, and one where we
approximate context disambiguation by applying
‘co-disambiguation’: establishing the set of nouns
that are modified by both members of the pair,
and only including distributional information from
contexts in which the adjectives premodify one of
the set of shared nouns. Two different scenarios
relying on Decision Trees then assess our main hy-
pothesis, that the contexts of adjectival synonyms
and antonyms are distinguishable from each other.
Our paper is structured as follows: Section 2 re-
views some of the theoretical and psycholinguis-
tic hypotheses and findings concerning synonymy
and antonymy, and Section 3 reviews previous ap-
proaches to synonym/antonym distinction. Based
on these theoretical and practical insights, we in-
troduce our hypotheses and approach in Section 4.
Section 5 describes the data and implementation
of the word space model used in our experiments,
and, finally, in Section 6 we discuss our findings.
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2 Theoretical background

Synonymy and antonymy are without doubt two
of the most well-known semantic relations be-
tween words, and can be broadly defined as words
that are ‘similar’ in meaning (synonyms), and
words that are ‘opposite’ in meaning (antonyms).!
The fascinating issue about antonymy is that even
though antonymous words are said to be oppo-
sites, they are nevertheless semantically very sim-
ilar. Cruse (1986) observes that there is a notion of
simultaneous closeness and distance from one an-
other, and notes that this can be partially explained
by the fact that opposites share the same semantic
dimension. For example, the antonyms hot and
cold share the dimension ‘TEMPERATURE’, but
unlike synonyms, which are located at identical or
close positions on the dimension (such as hot and
scorching), antonyms occupy opposing poles (cf.
the schematic representation in Figure 1). Antony-
mous words are thus similar in all respects but one,
in which they are maximally opposed (Willners,
2001).

cold

hot
scorching

TEMPERATURE

Figure 1: Semantic dimension

There has been extensive work on linguistic
and cognitive aspects of synonyms and antonyms
(Lehrer and Lehrer, 1982; Cruse, 1986; Charles
and Miller, 1989; Justeson and Katz, 1991). Both
relations have played a special role in the area of
distributional semantics, which investigates how
the statistical distribution of words in context can
be used to model semantic meaning. Many ap-
proaches in this area are based on the distribu-
tional hypothesis, that words with similar distri-
butions have similar meanings (Harris, 1968).

In a seminal study, Rubenstein and Goodenough
(1965) provided support for the distributional hy-
pothesis for synonyms by comparing the colloca-
tional overlap of sentences generated for 130 tar-
get words (i.e. 65 word pairs ranging from highly
synonymous to semantically unrelated) with syn-
onymy judgements for the pairs, showing that
there is a positive relationship between the de-
gree of synonymy between a word pair and the
degree to which their contexts are similar. The

In the following, we work with this simple definition of

the two relations. For an account of other, more complex
definitions, please refer to Murphy (2003).
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situation for antonyms with respect to the distri-
butional hypothesis has however been less clear.
In fact, Charles and Miller (1991) used the con-
textual distribution of antonyms to argue against
the reliability of the co-occurrence approach: they
measured how often antonyms co-occur within the
same sentence (for example, in contrastive con-
structions such as ‘either x or y’), and show that
the co-occurrence counts for antonyms such as
bigllittle, and large/small in the Brown corpus are
larger than chance.? Charles and Miller claim that
the fact that antonyms tend to co-occur in the same
contexts constitutes a true counter-example to the
co-occurrence approach: they display high contex-
tual similarity, but are of low semantic similarity.

As an alternative to the co-occurrence ap-
proach, Charles and Miller (1991) proposed a
technique based on substitutability (cf. also Deese
(1965)). Here, the contextual similarity of syn-
onyms/antonyms is determined by presenting hu-
man subjects with sentences in which the occur-
rences of the two words have been blanked out,
and by assessing the amount of confusion between
the words when asking the subjects which word
belongs in which context. While, as anticipated,
the level of confusion was high for synonyms,
subjects rarely confused the sentential contexts of
antonyms, contrary to Charles and Miller’s expec-
tations. They had assumed that direct antonyms>
such as strong/weak, or powerfullfaint, were inter-
changeable in most contexts, based on the insight
that any noun phrase that can be modified by one
member of the pair can also be modified by the
other. However, human subjects were very effi-
cient at identifying the correct antonym.

Charles and Miller’s findings suggest that in
contrast to synonyms, whose distributional prop-
erties are similar, there are clear contextual dif-
ferences that allow humans to distinguish between
the members of an antonym pair. In this paper we
aim to show that these differences can be detected
with a simple distributional word space model,
thereby refuting the claim that antonyms are a
counter-example to the co-occurrence approach.

3 Previous computational approaches

Due to their special status as both ‘similar’ and
‘different’, work in computational linguistics has
sometimes included antonymy under the heading

2Similar results were found by Justeson and Katz (1991).
3Commonly associated adjectives (Paradis et al., 2009).



of semantic similarity. Recent research however
has called for a strict distinction between semantic
similarity (where entities are related via likeness)
and semantic relatedness (where dissimilar enti-
ties are related via lexical or functional relation-
ships, or frequent association), cf. Budanitsky and
Hirst (2006). Accordingly, antonyms fall into the
broader category of ‘semantic relatedness’, and
should not be retrieved by measures of semantic
similarity. That this is of crucial importance was
highlighted by Lin et al. (2003), who noted that in
many NLP applications the presence of antonyms
in a list of similar words can be devastating.

A variety of measures have been introduced
to measure semantic similarity, for example by
drawing on lexical hierarchies such as WordNet
(Budanitsky and Hirst, 2006). In addition, there
are corpus-based measures that attempt to identify
semantic similarities between words by comput-
ing their distributional similarity (Hindle, 1990;
Lin, 1998). While these are efficient at retriev-
ing synonymous words, they fare less well at iden-
tifying antonyms as non-similar words, and rou-
tinely include them as semantically similar words.
However, despite the problems resulting from this,
there have only been few approaches that explic-
itly tackle the problem of synonym/antonym dis-
tinction, rather than focussing on only synonyms
(e.g. Edmonds (1997)) or antonyms (e.g. de
Marneffe et al. (2008)).

Lin et al. (2003), who implemented a sim-
ilarity measure to retrieve distributionally simi-
lar words for constructing a thesaurus, were one
of the first to propose methods for excluding re-
trieved antonyms. Lin’s measure uses dependency
triples to extract distributionally similar words. In
a post-processing step, they filter out any words
that appear with the patterns ‘from X to Y’ or
‘either X or Y’ significantly often, as these pat-
terns usually indicate opposition rather than syn-
onymy. They evaluate their technique on a set of
80 synonym and 80 antonym pairs randomly se-
lected from Webster’s Collegiate Thesaurus that
are also among their top-50 list of distributionally
similar words, and achieve an F-score of 90.5% in
distinguishing between the two relations.

Turney (2008) also tackles the task of distin-
guishing synonyms from antonyms as part of his
approach to identifying analogies. Like Lin et
al. (2003), he relies on a pattern-based approach,
but instead of hand-coded patterns, his algorithm
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uses seed pairs to automatically generate contex-
tual patterns (in which both related words must
appear). Using ten-fold cross-validation, his ap-
proach achieves an accuracy of 75.0% on a set
of 136 ‘synonyms-or-antonyms’ questions, com-
pared to a majority class baseline of 65.4%.

A recent study by Mohammad et al. (2013),
whose main focus is on the identification and
ranking of opposites, also discusses the task of
synonym/antonym distinction. Using Lin (2003)
and Turney (2008)’s datasets, they evaluate a
thesaurus-based approach,* where word pairs that
occur in the same thesaurus category are assumed
to be close in meaning and marked as synonyms,
while word pairs occurring in contrasting the-
saurus categories or paragraphs are marked as op-
posites. To determine contrasting thesaurus cate-
gories, Mohammad et al. rely on what they call
the ‘contrast hypothesis’. Starting with a set of
seed opposites across thesaurus categories, they
assume that all word pairs across the respective
contrasting categories are also contrasting word
pairs. The method achieves 88% F-measure on
Lin et al. (2003)’s dataset (compared to Lin’s
90.5%), and 90% F-measure on Turney (2008)’s
set of ‘synonyms-or-antonyms’ questions, an im-
provement of 15% compared to Turney’s results.

While all three approaches perform fairly well,
they all have certain limitations. Mohammad et
al. (2013)’s approach requires an external struc-
tured resource in form of a thesaurus. Both Lin
et al. (2003) and Turney (2008)’s methods require
antonyms to co-occur in fixed patterns, which may
be less successful for lower-frequency antonyms.
Incidentally, Lin et al. (2003)’s antonyms were
chosen from a list of high-frequency terms to in-
crease the chances of finding them in one of their
patterns, while Turney (1998)’s data was drawn
from websites for Learner English, and is there-
fore also likely to consist of higher-frequency
words.> Our proposed model is not subject to such
limitations: it does not require external structured
resources or co-occurrences in fixed patterns.

4 Approach

Our hypotheses So far, there have been no
successful attempts to distinguish synonymy and
antonymy via standard distributional models such
as the word space model (Sahlgren, 2006). This

*Yih et al. (2012) is another thesaurus-based approach.
SMohammad et al. (2013) show that Lin et al. (2003)’s
patterns have a low coverage for their antonym set.



is likely to be due to the assumed similarity of
their contexts: Mohammad et al. (2013), for ex-
ample, state that measures of distributional simi-
larity typically fail to distinguish synonyms from
semantically contrasting word pairs. They back
up this claim with their own findings: Apply-
ing Lin (1998)’s similarity measure to a set of
highly-contrasting antonyms, synonyms, and ran-
dom pairs they show that both the high-contrast set
and the synonyms set have a higher average distri-
butional similarity than the random pairs. Inter-
estingly, they also found that, on average, the set
of opposites had a higher distributional similarity
than the synonyms.

From an intuitive viewpoint such results are sur-
prising: according to Charles and Miller (1991)’s
substitutability experiments, there must be con-
textual clues that allow humans to distinguish be-
tween synonyms and antonyms. It appears, how-
ever, that these contextual differences are not cap-
tured by current measures of semantic similar-
ity, leading to the assumption that synonyms and
antonyms are distributionally similar and the claim
that antonyms are counter-examples to the distri-
butional hypothesis (cf. Section 2). The goal of
our research is to show that this assumption is
incorrect, and that contextual differences can be
identified via standard distributional approaches
using suitable features. In particular, we aim to
provide support for the following hypotheses:

e Hypothesis A. The contexts of adjectival
synonyms and antonyms are not distribution-
ally similar.

e Hypothesis B. Not all word classes are use-
ful for modelling the contextual differences
between adjectival synonyms and antonyms.

We claim that the assumption that synonyms
and antonyms are distributionally similar is incor-
rect. Their distributions may well be similar with
respect to certain features (namely the ones com-
monly used in similarity measures), but our goal
is to show that it is possible to identify distribu-
tional features that allow an automatic distinction
between synonyms and antonyms (Hypothesis A).
In particular, we expect synonyms to have a higher
level of distributional similarity than antonyms
(contrary to Mohammad et al. (2013)’s findings).

We further hypothesise that only some word
classes are useful for modelling the contex-
tual differences between adjectival synonyms and
antonyms (Hypothesis B). For this purpose, we

plan to investigate the influence of the following
parts of speech in our distributional model: ad-
jectives (ADJ), adverbs (ADV), verbs (VV), and
nouns (NN). Our prediction is that the class of
nouns will not be a useful indicator for distribu-
tional differences. This is motivated by Charles
and Miller (1991)’s substitutability experiment, in
which they claim that a noun phrase that can in-
corporate one adjective can also incorporate its
antonym. As nouns relate to the semantic dimen-
sion denoted by the adjectives (cf. Section 2), they
are in fact likely to co-occur with both the syn-
onym (SYN) and the antonym (ANT) of a given
target (T), resulting in high mutual information
values for both, but not necessarily expressing the
potential semantic differences between them:

e T: unhappy {man, woman, child, ...}
e SYN: sad {man, woman, child, ...}
e ANT: happy {man, woman, child, ...}

We expect to find more meaningful distribu-
tional differences in the contexts of such adjective-
noun pairs, as illustrated in a simplified example:

e T: unhappy man — {cry, moan, lament, ...}
e SYN: sad man — {cry, frown, moan, ...}
e ANT: happy man — {smile, laugh, sing, ...}

We would for example assume that the set
of verbs co-occurring with the target unhappy is
more similar to the set of verbs co-occurring with
its synonym sad than to the sets of verbs co-
occurring with the antonym happy, resulting in
higher similarity values for the pair of synonyms
than for the pair of antonyms.

Addressing polysemy Addressing polysemy is
an important task in distributional semantics,
both with regard to type-based and token-based
word senses: a distributional vector for a word
type comprises features and associated feature
strengths across all word senses, and a distribu-
tional vector for a word token does not indicate a
sense if no disambiguation is performed. In recent
years there have been a number of proposals that
explicitly address the representation and identifi-
cation of multiple senses in vector models, such
as (Erk, 2009; Erk and Pad¢, 2010; Reisinger and
Mooney, 2010; Boleda et al., 2012), with some fo-
cussing on identifying predominant word senses,
such as (McCarthy et al., 2007; Mohammad and
Hirst, 2006). In our experiments, we also aim
to incorporate methods for dealing with multiple
word senses.
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In the task of synonym/antonym distinction,
polysemy plays a central role as semantic rela-
tions tend to hold between specific senses of words
rather than between word forms (cf. Mohammad
et al. (2013)). For adjectives, polysemy directly
relates to the semantic dimension they express.
For example, depending on the dimension denoted
by hot (cf. Section 2) we may expect different syn-
onyms and antonyms. If we position kot on the
dimension of TEMPERATURE, we might expect
scorching as a synonym, and cold as an antonym.
However, when hot is used to describe a person,
we might instead use attractive as synonym, and
unattractive as antonym. In their experiments on
adjective synonym and antonym generation, Mur-
phy and Andrew (1993) found that there was in-
deed considerable context sensitivity depending
on the nouns that were modified by the target ad-
jectives, with different synonyms and antonyms
being generated.

Based on these insights we experiment with two
different context settings: one that takes into ac-
count all contexts in which the target word and
its synonym/antonym occur (‘All-Contexts’), and
one where we aim to resolve polysemy by apply-
ing the method of ‘co-disambiguation’ (‘Codis-
Contexts’). The co-disambiguation method at-
tempts to exclude contexts of unrelated senses
from consideration by establishing the set of nouns
that are modified by both members of the syn-
onym/antonym pair, and only including distribu-
tional information from contexts in which the ad-
jectives co-occur (premodify) one of the set of
shared nouns. This approach is motivated by the
way in which humans might identify the seman-
tic dimension of a pair of synonyms or antonyms
out of context: using one member to disambiguate
the other by figuring out which common property
they express. For example, we intuitively realise
that the synonyms sweet and cute are not related
via the dimension of TASTE (as sweer might oth-
erwise imply), but are used to describe a pleasing
disposition. The co-disambiguation approach at-
tempts to model this strategy by first identifying
the nouns shared by the two adjectives across the
corpus (such as sweet/cute {kid, dog, cottage, ...)},
and then only collecting distributional information
from such contexts. In the experiments described
in the next sections we investigate if this smaller,
but more focussed set of contexts can improve the
results of our standard ‘All-Contexts’ model.
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S Experimental setup

This section provides an overview of the experi-
mental setup and the distributional model we im-
plemented to test our hypotheses. We work with
German data in these experiments, but expect that
the findings extend to other languages.

5.1 Training and test data

Our dataset is part of a collection of semantically
related word pairs compiled via two separate ex-
periments hosted on Amazon Mechanical Turk
(AMT)S. The experiments were based on a set
of 99 target adjectives which were selected from
the lexical database GermaNet’ using a stratified
sampling technique accounting for 16 semantic
categories, three polysemy classes, and three fre-
quency classes. The first experiment asked AMT
workers to propose synonyms, antonyms, and hy-
pernyms for each of the targets. In the second ex-
periment, workers were asked to rate the resulting
pairs for the strength of antonymy, synonymy, and
hypernymy between them, on a scale between 1
(minimum) and 6 (maximum). Both experiments
resulted in 10 solutions per task.

To validate the generated synonym and antonym
pairs, we carried out an assessment of their rating
means (calculated over 10 ratings per word pair).
The results show that there is a highly negative
correlation between them with a Pearson r value
of -0.895. This means that the higher a pair’s rat-
ing as antonym, the lower its rating as synonym,
and vice versa, which corresponds to our intuition
that synonymy and antonymy are mutually exclu-
sive relations. Figure 2 illustrates the relationship
by plotting the average antonym and synonym rat-
ings of all pairs in the dataset against each other.

For the current study we selected 97 synonym
and 97 antonym pairs from this data as follows:

o The pairs have a rating means of > 5, repre-
senting strong examples of the respective re-
lation types. This narrowed the set of 99 ad-
jective targets to 91 targets, participating in
116 antonym pairs and 145 synonym pairs.

e To decrease sparse data problems we ex-
cluded pairs where at least one of its mem-
bers had a token frequency of < 20 in the
sDeWaC-v3 corpus (Faal et al., 2010), re-
moving 6 antonym and 4 synonym pairs.

*https://www.mturk.com
"http://www.sfs.uni-tuebingen.de/1lsd
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Figure 2: Scatter plot of rating means

e To allow a target-based assessment (cf. Sec-
tion 5.2), our dataset was reduced to those
targets which participate in at least one syn-
onymy and one antonymy relation: 63 tar-
gets in total; examples are shown in Table 1.
Note that the synonym and antonym pairs of
a given target are not necessarily located on
the same semantic dimension, as illustrated
by the target siiff (‘sweet’).

e Based on these targets, we sampled an equal
number of synonym and antonym pairs from
the set, including at least one synonym and
one antonym relation for each target, and
giving preference to pairs with higher rating
means. The resulting set includes 97 syn-
onym and 97 antonym pairs altogether.

Antonym
diinn (‘thin’)
sauer (‘sour’)
hell (‘light’)

Target

fett (‘fat’)

siifs (‘sweet’)
dunkel (‘dark’)

Synonym

dick (‘thick’)
niedlich (‘cute’)
diister (‘gloomy’)

Table 1: Dataset examples

5.2 Distributional model

Overview The main goal of this research is to
show that there are distributional differences be-
tween synonym and antonym pairs that allow an
automatic distinction between them (cf. Hypoth-
esis A). The automatic method we use to address
this task is an implementation of the word space
model (Sahlgren, 2006; Turney and Pantel, 2010;
Erk, 2012) where the members of the word pairs
are represented as vectors in space, using contex-
tual co-occurrence counts as vector dimension el-
ements. The distributional similarity of two words
is then calculated by means of the cosine function
(a standard way of measuring vector similarity in
word space models), which quantifies similarity

by measuring the angle between two vectors vp
and vgy v (or v4nT) in vector space:

simcos (U, USYN) = [fomi
Following from the discussion in Section 4, we
expect higher cosine similarity values for syn-
onyms, and lower values for antonyms. We estab-
lish the effectiveness of our proposed model for
synonym/antonym distinction by means of an au-
tomatic classifier on the set of relation pairs intro-
duced in Section 5.1.
Co-occurrence information The co-occurrence
information included in the model is drawn
from the sDeWaC-v3 corpus (Faal3 et al., 2010),
a cleaned version of the German web corpus
deWaC8, which contains around 880 million to-
kens and has been parsed with Bohnet’s MATE
dependency parser (Bohnet, 2010). The corpus
further provides lemma and part-of-speech anno-
tations (STTS tagset). We varied the window sizes
we took into account as co-occurrence informa-
tion; here we report our findings for the best win-
dow size of 5 tokens to the left and right of the
adjectives (but not crossing sentence boundaries).
Instead of simple co-occurrence frequencies,
our model uses local mutual information (LMI)
scores as vector values. LMI is a measure from
information theory that compares observed fre-
quencies O with expected frequencies F, tak-
ing marginal frequencies into account: LMI =
O x log %, with E representing the product
of the marginal frequencies over the sample size.’
In comparison to (pointwise) mutual information
(Church and Hanks, 1990), LMI improves the
well-known problem of propagating low-frequent
events through multiplying mutual information by
the observed frequency.
Experimental settings To address our hypoth-
esis that only some word classes are useful for
modelling the contextual differences between ad-
jectival synonyms and antonyms (Hypothesis B),
we build separate word spaces for the follow-
ing collocate types: adjectives (ADJ), adverbs
(ADV), verbs (VV), and nouns (NN). In addi-
tion, we also consider a combination of all four
word classes (COMB). For this purpose, we com-
piled co-occurrence vectors for each word class by
counting the frequencies of all adjective—collocate
tuples that appeared in the sdeWaC corpus within
$http://wacky.sslmit.unibo.it/doku.
php?id=corpora

See http://www.collocations.de/AM/ for a
detailed illustration of association measures (incl. LMI).
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the specified window (here, size 5). For example,
the model ‘VV in window w5’ includes all verbs
that appear in a context window of five words from
the adjectives, such as [siif — verspeisen — 3 —
12.4448] (‘sweet’ — ‘devour’ — frequency — LMI).

As discussed in Section 4, we consider two
context settings: one that collects co-occurrence
information from all contexts of the adjec-
tives (‘All-Contexts’), and one that applies co-
disambiguation to address polysemy (‘Codis-
Contexts’). For the latter, word vectors only in-
clude co-occurrence information from contexts in
which the members of a synonym/antonym pair
modify a shared noun.

Classifier To establish whether there are signif-
icant distributional differences between synonyms
and antonyms, and to assess the discriminative
power of the different word class models, we ex-
perimented with several WEKA!© classifiers and
measures (e.g. Jaccard) and assessed their per-
formance at synonym/antonym distinction using
10-fold cross-validation. Here we describe the re-
sults of the best-performing combination of clas-
sifier and measure: a Decision Tree classifier
(‘J48’) with one single feature (standard-cosine,
or cosine-difference values). Thus, for each of the
experimental settings described above we run the
classifier twice. In the first scenario, we use the
plain cosine values (i.e. the distributional sim-
ilarity values of the synonym/antonym pairs) as
features in the classification. This default sce-
nario is somewhat unrealistic, as it assumes a spe-
cific cosine cut-off value that distinguishes syn-
onyms from antonyms. The second scenario ad-
dresses this issue and refers to a target-based point
of view: It may be the case that for the majority
of targets, the cosine values of their synonyms are
significantly higher than those of their antonyms,
indicating clear distributional differences. How-
ever, such information is lost when training the
classifier on all cosine values in cases where the
cosine value of the antonym of a target T; is
greater than the synonym value of another target
To, as illustrated in Figure 3, making it difficult to
find an appropriate cut-off value to split the data in
classes. We take this into consideration as follows:
for each synonym and antonym pair involving tar-
get T (cf. Section 5.1), we calculate the difference
between their cosine values and use these differ-
ence values as input to the classifier. For exam-

Oyww.cs.waikato.ac.nz/ml/weka
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ple, the cosine values for the synonym pair siif -
niedlich and antonym pair siif - sauer (cf. Table 1)
are 0.94 (T:SYN) and 0.18 (T:ANT), respectively,
and the difference value is calculated as (T:SYN -
T:ANT). The resulting value (which may be posi-
tive or negative) is used as input for the synonym
pair (here, 0.76), while the negated value is used
as input for the antonym pair (-0.76). For cases
where several synonym or antonym pairs are avail-
able, an average difference value is calculated.

Cosine I,:STN, T1:SYN,
I f \L >
_ 7B S B
T 2 :‘*I.?\'Tg Tl : 14_‘?\}'2"1

Figure 3: Relative cosine values
6 Results

This section presents the results of the Decision
Tree classification of synonyms vs. antonyms,
using standard-cosine values as features (Figure
4) and using cosine-difference values (Figure 5).
The graphs show the performance of the classi-
fiers in % accuracy for the five part-of-speech-
based word space models (ADJ, ADV, VV, NN,
and COMB), while at the same time compar-
ing the performances of the two context settings
‘Codis-Contexts’ (dark bars) and °‘All-Contexts’
(light bars). The results are compared against
a 50% baseline (dotted line), and significant im-
provements are marked with a star.

-

COMB

A

Figure 4: Classification results (standard-cosine)

7 Discussion

Hypothesis A The graphs in Figures 4 and 5
clearly show that it is possible to automatically
distinguish between synonymy and antonymy by
means of a word space model, with significant
improvements over the 50% baseline. These re-
sults support our hypothesis that synonyms and
antonyms are not distributionally similar, and re-
fute the claim that antonyms constitute a counter-
example to the distributional hypothesis. An in-



67.0

—

ADJ ADV NN v COMB

Figure 5: Classification results (cosine-difference)

vestigation of the decision trees underlying the
best-performing classifiers in Figure 4 further
shows surprisingly clearly that there is a cut-
off point over the cosine values that separates
synonyms from antonyms, with antonyms in the
lower-value and synonyms in the higher-value par-
tition. For example, the cut-off value for the ‘All-
Contexts’ model for verbs (light bar in Figure 4) is
0.1186, and any instances with lower cosine val-
ues are labelled as antonyms, and with higher val-
ues as synonyms, achieving 66.5% accuracy. This
is in line with our prediction that synonyms are
more distributionally similar than antonyms.
Hypothesis B Our second hypothesis, that not
all word classes are useful for modelling the con-
textual differences between adjectival synonyms
and antonyms, is also supported by the findings:
the word space models built on the class of col-
locate verbs (VV) appear to be the best discrimi-
nators of the relations overall, outperforming the
baseline in all four scenarios shown in Figures 4
and 5. All except one of these improvements are
statistically significant.!’ The second-best class
according to our statistical analysis is the class of
adjectives (ADJ), which outperforms the baseline
in three of four scenarios (all three being statis-
tically significant). The class of adverbs occu-
pies middle ground, significantly outperforming
the baseline only in the cosine-difference scenario.
As predicted, the noun class (NN) fares worst in
the experiments, only (significantly) beating the
baseline in one scenario (cosine-difference, ‘All-
Contexts’).
Polysemy The graphs in Figures 4 and 5
show that in most experiment conditions the
‘All-Contexts’  setting (which incorporates
”standard-cosine, ‘All-Contexts’: X2 =10.85, p < .001;

cosine-difference, ‘All-Contexts’: x> = 6.55, p < .05; cosine-
difference, ‘Codis-Contexts’: x* = 8.18, p < .005.
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co-occurrence information from all contexts)
achieves better results than the ‘Codis-Contexts’
setting (which aims to address polysemy by
means of ‘co-disambiguation’). However, in the
cosine-difference scenario, which aims to provide
a more accurate representation of distributional
differences, the ‘Codis-Contexts’ setting provides
a much clearer picture of the differences between
the word classes than the °‘All-Contexts’ setting
(with accuracy values ranging from 53.6% for
nouns to 70.6% for verbs for the former, and
62.9% for verbs to 67.5% for adjectives for the
latter). Furthermore, the overall best result (i.e.
relying on verbs in the cosine-difference scenario)
is achieved in the ‘Codis-Contexts’ setting.

A closer analysis of the vector sizes shows that
the performance of the ‘co-disambiguation’ ap-
proach might be affected by sparse data. Given a
larger source of co-occurrence data, the approach
may achieve better results than shown in Figures
4 and 5. Overall, our findings suggest that the
‘co-disambiguation’ approach to dealing with pol-
ysemy represents a worthwhile avenue for future
research, especially on consideration of its other
advantages such as ease of implementation and re-
duced space requirements.

8 Conclusion

Our experiments demonstrated that synonyms and
antonyms can be distinguished by means of a dis-
tributional word space model, refuting the general
assumption that synonyms and antonyms are dis-
tributionally similar. With 66.5% and 70.6% ac-
curacy in two different classification settings, our
model achieves significant improvements over a
50% baseline, and compares favourably to previ-
ous approaches by Turney (2008), who achieved
an improvement of 9.6% over his baseline, and Lin
et al. (2003), whose method is assumed to only
work for high-frequency antonyms.

What are the implications of our findings for
distributional semantics? First of all, we have
shown that the distributional hypothesis holds true
even for antonyms. Secondly, our finding that not
all word classes are equally useful for modelling
the contextual differences between synonyms and
antonyms suggests that the performance of distri-
butional measures may be improved by excluding
certain word classes from consideration, depend-
ing on the task. Finally, we introduced a simple
‘co-disambiguation’ approach to dealing with pol-
ysemy in distributional word space models.
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