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Abstract

We present a performance evaluation
framework for Spoken Language Under-
standing (SLU) modules, focusing on
three elements: (1) characterization of
spoken utterances, (2) experimental de-
sign, and (3) quantitative evaluation met-
rics. We then describe the application of
our framework to Scusi?’— our SLU sys-
tem that focuses on referring expressions.

1 Introduction

We present a performance evaluation framework
for Spoken Language Understanding (SLU) mod-
ules, and describe its application to the evaluation
of Scusi? — an SLU system that focuses on the
interpretation of descriptions of household objects
(Zukerman et al., 2008). Our contributions pertain
to (1) the characterization of spoken utterances,
(2) experimental design, and (3) quantitative eval-
uation metrics for an N-best list.

Characterization of spoken utterances. Ac-
cording to (Jokinen and McTear, 2010), “in
diagnostic-type evaluations, a representative test
suite is used so as to produce a system’s perfor-
mance profile with respect to a taxonomy of pos-
sible inputs”. In addition, one of the typical aims
of an evaluation is to identify components that can
be improved (Paek, 2001). These two factors in
combination motivate a characterization of input
utterances along two dimensions: accuracy and

knowledge (Section 4).
e Accuracy indicates whether an utterance de-

scribes an intended object precisely and unam-
biguously. For instance, when intending a blue
plate, “the blue plate” is an accurate descrip-
tion if there is only one such plate in the room,
while “the green plate” is inaccurate.

o Knowledge indicates how much the SLU mod-
ule knows about different factors of the inter-
pretation process, €.g., vocabulary or geometric
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relations. For instance, “CPU” in “the CPU un-
der the desk”*! is Out of Vocabulary (OOV) for
Scusi?, and the “of” in “the picture of a face”x
is an unknown relation.

The frequency of different values for these di-
mensions influence the requirements from an SLU
system, and the components that necessitate addi-
tional resources, e.g., vocabulary extension.

Experimental design. It is generally accepted
that an SLU system should exhibit reasonable be-
haviour by human standards. At present, in experi-
ments that evaluate an SLU system’s performance,
people speak to the system, and the accuracy of
the system’s interpretation is assessed. However,
this mode of evaluation, which we call Generative,
does not address whether a system’s interpreta-
tions are plausible (even if they are wrong). Thus,
in addition to a Generative experiment, we offer
an Interpretive experiment. Both experiments are
briefly described below. Their implementation in
our SLU system is described in Section 5.

e In the Interpretive experiment, trial subjects
and the SLU system are addressees, and are
given utterances generated by a third party. The
SLU system’s confidence in its interpretations
is then compared with the preferences of the
participants.

In the Generative experiment, trial subjects
are speakers, generating free-form utterances,
and the SLU module and expert annotators are
addressees. Gold standard interpretations for
these descriptions are produced by annotators
on the basis of their understanding of what was
said, e.g., an ambiguous utterance has more
than one correct interpretation. The SLU sys-
tem’s performance is evaluated on the basis of
the rank of the correct interpretations.

lExamples from our trials are marked with asterisks (x).
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These two experiments, in combination with
our characterization of spoken utterances, enable
the comparison of system and human interpreta-
tions under different conditions.

Quantitative evaluation metrics. Automatic
Speech Recognizers (ASRs) and parsers often re-
turn N-best hypotheses to SLU modules, while
many SLU systems return only one interpreta-
tion (DeVault et al., 2009; Jokinen and McTear,
2010; Black et al., 2011). However, maintaining
N-best interpretations at the semantic and prag-
matic level enables a Dialogue Manager (DM) to
examine more than one interpretation, and dis-
cover features that guide appropriate responses
and support error recovery. This ranking require-
ment, together with our experimental design, mo-
tivates the following metrics (Section 6).

o For Interpretive experiments, we propose cor-
relation measures, such as Spearman rank or
Pearson correlation coefficient, to compare
participants’ ratings of candidate interpreta-
tions with the scores given by an SLU system.

e For Generative experiments, we provide a
broad view of an SLU system’s performance by
counting the utterances that it CantRepresent,
and among the remaining utterances, count-
ing those for which a correct interpretation was
NotFound. We obtain a finer-grained view us-
ing fractional variants of the Information Re-
trieval (IR) metrics Recall (Salton and McGill,
1983) and Normalized Discounted Cumulative
Gain (NDCG) (Jarvelin and Kekéldinen, 2002),
which handle equiprobable interpretations in
an N-best list. We also compute QK versions
of these metrics to represent the relation be-
tween rank and performance.

In the next section, we discuss related work,
and in Section 3, we outline our system Scusi?.
In Section 4, we present our characterization of
descriptions, followed by our experimental design
and evaluation metrics. The results obtained by
applying our framework to Scusi? are described in
Section 7, followed by concluding remarks.

2 Related Work

As mentioned above, our contributions pertain to
the characterization of spoken utterances, experi-
mental design, and quantitative metrics.

Characterization of spoken utterances. Most
evaluations of SLU systems characterize input
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utterances in terms of ASR Word Error Rate
(WER), e.g., (Hirschman, 1998; Black et al.,
2011). Moller (2008) provides a comprehensive
collection of interaction parameters for evaluating
telephone-based spoken dialogue services, which
pertain to different aspects of an interaction, viz
communication, cooperativity, task success, and
spoken input. Our characterization of spoken ut-
terances along the accuracy and knowledge di-
mensions is related to Moller’s task success cat-
egory. However, in our case, these features pertain
to the context, rather than the task. In addition, our
characterization is linked to system development
effort, i.e., how much effort should be invested to
address utterances with certain characteristics; and
to evaluation metrics, in the sense that the assess-
ment of an interpretation depends on the accuracy
of an utterance, and takes into account the capabil-
ities of an SLU system.

Experimental design. Evaluations performed
to date are based on Generative experi-
ments (Hirschman, 1998; Gandrabur et al.,
2006; Thomson et al., 2008; DeVault et al., 2009;
Black et al., 2011), which focus on correct or
partially correct responses. They do not consider
human interpretations for utterances with diverse
characteristics, as done in our Interpretive trials.

Quantitative evaluation metrics. Most SLU
system evaluations use IR-based metrics, such as
recall, precision and accuracy, to compare the
components of one interpretation of a perfect re-
quest to the components of a reference interpreta-
tion (Hirschman, 1998; Moller, 2008; DeVault et
al., 2009; Jokinen and McTear, 2010). In contrast,
we consider the rank of completely correct inter-
pretations of perfect requests and partially correct
interpretations of imperfect requests in an N-best
list. Thomson et al. (2008) analyzed metrics for
N-best lists, such as Receiver Operator Charac-
teristic, Weighted Semantic Error Rate and Nor-
malized Cross Entropy (Gandrabur et al., 2006);
and offered the Item Level Cross Entropy (ICE)
metric, which combines the confidence score and
correctness of each of N-best interpretations. In
this paper, we adapt IR-based metrics to handle
equiprobable interpretations in an N-best list, and
offer the CantRepresent and NotFound metrics to
give a broad view of system performance. In the
future, we intend to incorporate confidence/accu-
racy metrics, such ICE.
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Figure 1: Sample UCG and ICG for “the blue mug
on the large table”.

3 The Scusi? System

Scusi? is a system that implements an anytime,
probabilistic mechanism for the interpretation of
spoken utterances, focusing on a household con-
text. It has four processing stages, where each
stage produces multiple outputs for a given input,
early processing stages may be probabilistically
revisited, and only the most promising options at
each stage are explored further.

The system takes as input a speech signal, and
uses an ASR (Microsoft Speech SDK 6.1) to pro-
duce candidate texts. Each text is assigned a prob-
ability given the speech wave. The second stage
applies Charniak’s probabilistic parser (bllip.
cs.brown.edu/resources.shtml#software) to
syntactically analyze the texts in order of their
probability, yielding at most 50 different parse
trees per text. The third stage applies mapping
rules to the parse trees to generate Uninstanti-
ated Concept Graphs (UCGs) that represent the
semantics of the utterance (Sowa, 1984). The fi-
nal stage produces Instantiated Concept Graphs
(ICGs) that match the concepts and relations in
a UCG with objects and relations within the cur-
rent context (e.g., a room), and estimates how well
each instantiation matches its “parent” UCG and
the context. For example, Figure 1(a) shows one
of the UCGs returned for the description “the blue
mug on the large table”, and Figure 1(b) displays
one of the ICGs generated for this UCG. Note that
the concepts in the UCG have generic names, e.g.,
mug, while the ICG contains specific objects, e.g.,
mug03 or cup01, which are offered as candidate
matches for lex=mug, color=blue.

3.1 Scusi?’s capabilities

Scusi? aims to understand requests for actions in-
volving physical objects (Zukerman et al., 2008).
Focusing on object descriptions, Scusi? has a vo-
cabulary of lexical items pertaining to objects,
colours, sizes and positions. For object names, this
vocabulary is expanded with synonyms and near
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synonyms obtained from WordNet (Fellbaum,
1998) and word similarity metrics from (Leacock
and Chodorow, 1998). However, this vocabulary is
not imposed on the ASR, as we do not want Scusi?
to hear only what it wants to hear. In addition,
Scusi? was designed to understand the colour and
size of objects; the topological positional relations
on, in, near and at, optionally combined with cen-
ter, corner, edge and end, e.g., “the mug near the
center of the table”; and the projective positional
relations in front of, behind, to the left/right, above
and under (topological and projective relations are
discussed in detail in (Coventry and Garrod, 2004;
Kelleher and Costello, 2008)). By ‘“understand-
ing a description” we mean mapping attributes and
positions to values in the physical world. For in-
stance, the CIE colour metric (CIE, 1995) is em-
ployed to understand colours, Gaussian functions
are used to represent sizes of things compared to
the size of an average exemplar, and spatial geom-
etry is used to understand positional relations.

At present, Scusi? does not understand (1) OOV
words, e.g., “the opposite wall”x; (2) more than
one meaning of polysemous positional relations,
e.g., “to the left of the table”x as “fo the left and
on the table” as well as “fo the left and next to the
table”; (3) positional relations that are complex,
e.g., “in the left near corner of the table”*, or don’t
have a landmark, e.g., “the ball in the center’x;
and (4) descriptive prepositional phrases starting
with “of” or “with”, e.g., “the picture of the face”x
and “the plant with the leaves”*. However, contex-
tual information sometimes enables the system to
overcome OOV words. For example, Scusi? may
return the correct ICG for “the round blue plate on
the table” at a good rank.

Clearly, these problems can be solved by pro-
gramming additional capabilities into our system.
However, people will always say things that an
SLU system cannot understand. Our evaluation
framework can help distinguish between situations
in which it is worth investing additional develop-
ment effort, and situations for which other cop-
ing mechanisms should be developed, e.g., asking
a clarification question or ignoring the unknown
portions of an utterance (while being aware of the
impact of this action on comprehension).

3.2 ASR capabilities

The WER of the ASR used by Scusi? is 30%
when trained on an open vocabulary in combina-
tion with a small language model for our corpus.



This WER is consistent with the WER obtained in
the 2010 Spoken Dialogue Challenge (Black et al.,
2011). In addition to the obvious problem of mis-
recognized entities or actions, which yield OOV
words, ASR errors often produce ungrammatical
sentences that cannot be successfully parsed. For
instance, one of the alternatives produced by the
ASR for “the blue plate at the front of the table”x
is “to build played at the front door the table”. Fur-
ther, disfluencies are often mis-heard by the ASR
or cause it to return broken sentences.

4 Characterization of Spoken Utterances

When describing an object or action, speakers may
employ a wrong lexical item, or use a wrong at-
tribute. For instance, “the green couch’sx was
described when intending a green bookcase. In
addition, when describing objects, speakers may
under-specify them, e.g., ask for “the pink mug”
when there are several such mugs; provide incon-
sistent specifications that do not match any ob-
ject perfectly, yielding no candidates or several
partial candidates, e.g., request “the large blue
mug” when there is a large pink mug and a small
blue mug; omit a landmark, e.g., “the ball in the
center’x; or employ words or constructs unknown
to an SLU module, e.g., “the exact center’x.2
These situations, which affect the performance of
an SLU system, are characterized along the fol-
lowing two dimensions: accuracy and knowledge.
e Accuracy — We distinguish between Perfect
and Imperfect utterances. An utterance is per-
fect if it matches at least one object or action
in the current context in every respect. In this
case, an SLU module should produce one or
more interpretations that match perfectly the
utterance. If every object or action in the con-
text mismatches an utterance at least in one as-
pect, the utterance is imperfect. In this case, we
consider reasonable interpretations (that match
the request well but not perfectly) to be the
Gold standard. The number of Gold interpre-
tations is an attribute of accuracy: an utterance
may match (perfectly or imperfectly) 0, 1 or
more than 1 interpretation.

e Knowledge — If all the words and syntactic
constructs in an utterance are understood by
an SLU module (Section 3.1), the utterance is
deemed known, otherwise, it is unknown.
People often over-specify their descriptions, e.g., “the

large red mug” when there is only one red mug (Dale and
Reiter, 1995). Such over-specifications are not problematic.

To illustrate these concepts, a description that
contains only known words, and matches two ob-
jects in the context in every respect, is classified as
known-perfect>1.

S Experimental Design

We devised two experiments to assess an SLU sys-
tem’s performance: Interpretive, where the par-
ticipants and the SLU system are the addressees
(Section 5.1), and Generative, where the partici-
pants are the speakers and the SLU module is the
addressee (Section 5.2).

In both experiments, we evaluate the perfor-
mance of an SLU system on the basis of complete
interpretations of an utterance, which in Scusi?’s
case is a description. For example, given “the
pink ball near the table”, all the elements of an
ICG must try to match this description and the
context. That is, if ba1101 is pink, but it is
on table02, the ICG ballOl—location near—
table02 will have a good description match but a
bad reality match, while the opposite happens for
ICG bal101—location on—table02.

5.1 Interpretive trial

This experiment tests whether Scusi?’s under-
standing matches the understanding of a relatively
large population under different accuracy condi-
tions. We focus on imperfect and ambiguous de-
scriptions, as they pose a greater challenge to peo-
ple than perfect descriptions. The trial consists
of a Web-based survey where participants were
given a picture of a room and 9 descriptions gen-
erated by the authors (Figure 2). For each descrip-
tion, participants were asked to rate each of 20 la-
beled objects based on how well they match the
description, where a rating of 10 denotes a “per-
fect match” and a rating of 0 denotes “no match”.

Our Web survey was done by 47 participants,
resulting in 47 x 20 scores for each description.
These scores were averaged across participants,
yielding a single score for each labeled object for
each of our 9 descriptions.

5.2 Generative trial

In this experiment, trial subjects generated free-
form, spoken descriptions to identify three desig-
nated objects in each of four scenarios. The sce-
narios, which were designed to test different func-
tionalities of Scusi?, contain between 8 and 16 ob-
jects (Figure 3 shows two scenarios). The annota-
tors provided the Gold standard interpretations for
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(a) Room with labeled objects
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1. the plate next to the ball perfect>1

2.  the large blue box imperfect>1

3. the red dish perfect=1

4.  the brown bookcase under the imperfect>1
portrait

5. the orange mug near the vase imperfect>1

6.  the large plate perfect>1

7.  the large green bookcase near  imperfect=1
the chest

8.  the large ball on the table imperfect>1

9.  the portrait above the bookcase  perfect=1

(b) Descriptions with their characterization

Figure 2: Context visualization and object descriptions used in the Interpretive experiment.

(a) Projective relations and “end, edge, corner” and
“center” of a table

aﬂ - I

(b) Colour, size, positional relation and intervening
object in a room

Figure 3: Two of the scenarios used in the Generative experiments.

a description on the basis of what they understood
(rather than using the designated referents). Each
annotator handled half of the descriptions, and the
other annotator verified the annotations. Disagree-
ments were resolved by consensus.

Our study had 26 participants, who generated a
total of 432 spoken descriptions (average length
was 10 words, median 8, and the longest de-
scription had 21 words). We manually filtered
out 32 descriptions that were broken up by the
ASR due to pauses made by the speakers, and
105 descriptions that Scusi? CantRepresent (Sec-
tion 6.2). Two sets of files were submitted to
Scusi?: a set containing textual transcriptions of
the remaining 295 descriptions, and a set contain-
ing textual alternatives produced by the ASR for
each of these descriptions.

This experiment enables us to observe the fre-
quencies of descriptions with different character-
istics (Section 4), and determine their influence
on performance, as well as the effect of ASR ver-
sus textual input. Table 3 displays the frequen-
cies of the four accuracy classes of descriptions
(perfect =1 and >1 and imperfect =1 and >1),
and two knowledge classes (known and unknown-
OOV) (Section 4). For instance, the top row shows
that 197 descriptions are known-perfect=1 (Col-
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umn 2), and 25 descriptions are unknown-OOV
(Column 3). 18 unknown-non-OOV descriptions
were omitted from Table 3. These descriptions
have Gold ICGs, but contain word combinations
that are not known to Scusi?, e.g., “on top of”
and “at the front of”. Note the low frequencies
of three of the unknown-OOV categories, and of
the imperfect>1 classes. The latter suggests that,
unlike our Interpretive trial, people rarely gener-
ate descriptions that are both ambiguous and in-
accurate. Table 3 also displays the results ob-
tained for the performance metrics NotFound@ K,
FRecall@ K and NDCG@ K (Section 6) for each
accuracy-knowledge combination and for Text and
ASR input; the results are described in Section 7.

6 Evaluation Metrics

We first consider the Interpretive trial followed by
the Generative trial.

6.1 Interpretive trial

Scusi?’s understanding of each description was
compared with that of our trial subjects by cal-
culating the Spearman rank correlation coeffi-
cient and Pearson correlation coefficient between
the average of the scores of the subjects’ rat-
ings for each object, and the probability assigned



Table 1: Descriptions that cannot be represented.

Positional relation Others and
Poly- Complex No Prep. Phrase

semous Landm. | “with”/“of”
perfect=1 9 29 0 9
perfect>1 5 15 0 4
imperfect=1 6 13 18 3
imperfect>1 2 2 1 0
TOTAL 22 59 19 16

by Scusi? to the top-ranked correct interpreta-
tion with the corresponding head object, e.g.,
platel6-near-ball09 for the first description in
Figure 2(b). The results for the Spearman rank
and Pearson correlation coefficient appear in Sec-
tion 7.1.

6.2 Generative trial

We first describe our broad metrics, followed by
the fine-grained metrics.

CantRepresent counts the number of utterances
that an SLU system cannot represent, which are
a subset of the unknown utterances, and are ex-
cluded from the rest of the evaluation. Table 1
displays the frequencies of such descriptions and
their causes (11 descriptions had more than one
problem). As shown in Table 1, complex posi-
tional relations, e.g., “the left front corner”’x, ac-
count for most of the problems.

NotFound@K counts the number of representable
utterances for which no correct interpretation was
found within rank K. NotFound@ oo considers all
the interpretations returned by an SLU system. It
is worth noting that NotFound utterances are in-
cluded when calculating the following metrics.

Precision@K and Recall@K. The @K versions
of precision and recall evaluate performance for
different cut-off ranks K.

Precision@K is simply the number of correct
interpretations at rank K or better divided by K.
Recall@K is defined as follows:
|CF(d) N {I,...

|C(d)]
where C'(d) is the set of correct interpretations for
utterance d, CF(d) is the set of correct interpreta-
tions found by an SLU module, and I; denotes an
interpretation with rank j.

Contrary to IR settings, where typically there
are many relevant documents, in language under-
standing situations, there is often one correct inter-
pretation for an utterance (Table 3). If this inter-
pretation is ranked close to the top, Precision@ K

7IKH

)

RecallQK (d) =
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will be constantly reduced as K increases. Hence,
we eschew this measure when evaluating the per-
formance of an SLU system.

An SLU module may return several equiproba-
ble interpretations, some of which may be incor-
rect. The relative ranking of these interpretations
is arbitrary, leading to non-deterministic values for
Recall@ K — a problem that is exacerbated when
K falls within a set of such equiprobable interpre-
tations. This motivates a variant of Recall@ K, de-
noted FRecall@ K (Fractional Recall), that allows
us to represent the arbitrariness of the ranked order
of equiprobable interpretations, as follows:

Zgl‘(zlf c(1) )
|C(d)]
where fc is the fraction of correct interpretations
among those with the same probability as I; (this
is a proxy for the probability that I; is correct):
G

fe(I;) = W ) 2
where [; is the lowest rank of all the interpreta-
tions with the same probability as I, h; the high-
est rank, and c¢; the number of correct interpreta-
tions between rank /; and h; inclusively.

FRecallQK (d) =

9

Normalized Discounted Cumulative Gain
(NDCG)@K. A shortcoming of Recall @K is
that it considers the rank of an interpretation
only in a coarse way (at the level of K). A
finer-grained account of rank is provided by
NDCG@K (Jarvelin and Kekéldinen, 2002),
which discounts interpretations with higher
(worse) ranks.

DCG@K allows the definition of a relevance
measure for a result, and divides this measure by
a logarithmic penalty that reflects the rank of the
result. Using fc(I;) as a measure of the relevance
of interpretation /;, we obtain

Z

This score is normalized to the [0, 1] range by
dividing it by the score of an ideal answer where
|C'(d)| correct interpretations are ranked in the
first |C'(d)| places, yielding

DCGaK (d)
1+ me{|0 (d)|,N}

DCGQK (d)

log j

NDCGQK (d) = . (3)

1
log, j

Note that FRecall@ K is computed in relation
to the number of correct interpretations, while
NDCG@ K considers the minimum of K and this

number (Equations 1 and 3 respectively).



Table 2: Results of the Interpretive trials.

# Survey Scusi? I Scusi? I Scusi? I3

1. platel6 plate16 —(near)— ball9 plate15 —(near)— ball9 plate28 —(near)— ball20

2. box17 box17 box19 carpet23

3. platel6 mug26 platel6 mugl?2

4. bookcasel4 bookcasel0 —(under)— portraitl8  bookcasel0 —(under)— portrait8 bookcasel4 —(instr_r)— portrait8
5. mug26 mug26 —(near)— vase6 mug12 —(near)— vase6 mug13 —(near)— vase6

6. plate28 plate16/plate28 plate28/plate16 platel5

7. bookcasel0 bookcasel4 —(near)— chest7 bookcasel( —(near)— chest7 bookcasel4 —(recipient_r)— chest7
8. ball9 ball9 —(on)— tablel ball20 —(agent_r)— tablel ball20 —(action_r)— tablel

9. portraitl8  portraitl8 —(above)— bookcasel0 portrait8 —(above)— bookcaselQ portrait27 —(instr_r)— bookcase14
7 Results sonable behaviour and plausible mistakes, but per-

We first discuss the results of our Interpretive trials
followed by those of our Generative trials.

7.1 Interpretive Trials

Table 2 compares the results of the Web survey
with Scusi?’s performance for the Interpretive tri-
als. Column 2 indicates the object preferred by
the trial subjects, and Columns 3-5 show the top-
three interpretations preferred by Scusi? (I1—I3).
Matches between the system’s output and the av-
eraged participants’ ratings are boldfaced.

As seen in Table 2, Scusi?’s ratings generally
match those of our participants, achieving a strong
Pearson correlation of 0.77, and a weaker Spear-
man correlation of 0.63. This is due to the fact that
implausible interpretations get a score of 0 from
Scusi?, while some people still choose them, thus
yielding different ranks for them.

Scusi?’s top-ranked interpretation matches our
participants’ preferences in 5.5 cases, and its
second-ranked interpretation in 2.5 cases (the frac-
tions are for equiprobable interpretations). The
discrepancies between Scusi?’s choices and those
of our trial subjects are explained as follows:
(desc. 3) “the red dish” — according to Leacock
and Chodorow’s similarity metric (Section 3.1),
a mug is more similar to a dish than a dinner
plate, while our trial subjects thought otherwise;
(desc. 4) “the brown bookcase under the por-
trait” — Scusi? penalizes heavily attributes that
do not match reality (Zukerman et al., 2008),
hence bookcasel4 is penalized, as it is not un-
der any portrait; (desc. 6) “the large plate” — our
participants perceived plate28 to be larger than
platelé6 although they are the same size, and
hence equiprobable; (desc. 7) “the large green
bookcase near the chest” — like description 4,
bookcasel10 (which is green) is ranked second due
to its low probability of being considered large.

Thus, according to this trial, Scusi?’s perfor-
mance satisfies our original requirement for rea-
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haps it should be more forgiving with respect to
mis-matched attributes.

7.2 Generative Trials

Table 3 displays the results for NotFound@K,
FRecall@ K and NDCG@K for K = 1,3,10, 00
for Text and ASR input, the four accuracy classes,
and the known and unknown-OOV knowledge cat-
egories. There are 277 descriptions in total (in-
stead of 295), as 18 unknown-non-OOV descrip-
tions were omitted from Table 3 (Section 5.2).
As mentioned in Section 5.2, the vast majority of
the utterances belong to the perfect=1 class (with
known or unknown-OOV words), and to the known
perfect>1 and imperfect=1 categories.

ASR versus Text. The NotFound@1,3, FRe-
call@1,3 and NDCG@1,3 metrics show that
Scusi? yields at least one correct interpretation
at the lowest (best) ranks for the vast majority
of Text inputs (the discrepancy between FRecall
and NDCG at low ranks is due to the way these
measures are calculated, Section 6.2). This sug-
gests that in the absence of ASR errors, if cor-
rect interpretations are found, the system’s confi-
dence in its output is justified. As expected, the
NotFound values are substantially higher, and the
FRecall and NDCG values lower, for inputs ob-
tained from the ASR (23% of the descriptions had
one wrong word in the best ASR alternative, 21%
had two wrong words, 12.5% had three, and 8.5%
more than three). There is a substantial improve-
ment in FRecall and NDCG as ranks increase,
which shows that contextual information can alle-
viate some ASR errors. The improvement in these
metrics for the perfect>1 class, without affecting
NotFound, indicates that Scusi? finds more correct
interpretations for the same descriptions.

The ASR results compared to those of Text indi-
cate that, unsurprisingly, speech recognition qual-
ity must be improved. This may be achieved
through advances in ASR technology, or by pre-



Table 3: Description breakdown in terms of accuracy and knowledge, performance metrics and results.

Known Unknown-OOV
Text ASR Text ASR
perfect=1 197 25
NotFound@1,3,10,00 9,4,2,1 73,60,49,31 8,8,8,3 16,13,11,9
FRecall@1,3,10,00 0.95,0.98,0.99,0.99  0.61,0.69,0.75,0.84 | 0.47,0.68,0.68,0.88  0.24,0.45,0.54,0.64
NDCG@1,3,10,00 0.95,0.98,0.98,0.98  0.61,0.69,0.71,0.73 | 0.47,0.64,0.64,0.68 0.24,0.40,0.44,0.46
perfect>1 30 1
NotFound@1,3,10,00 2,2,1,1 13,12,10,9 0,0,0,0 0,0,0,0
FRecall@1,3,10,00 0.40,0.82,0.88,0.97  0.22,0.48,0.62,0.70 | 0.50,1.00,1.00,1.00  0.50,1.00,1.00,1.00
NDCG@1,3,10,00 0.84,0.84,0.85,0.87  0.47,0.48,0.53,0.55 | 1.00,1.00,1.00,1.00  1.00,1.00,1.00,1.00
imperfect=1 18 2
NotFound@1,3,10,00 1,1,1,0 8,7,7,5 0,0,0,0 1,1,1,1
FRecall@1,3,10,00 0.91,0.94,0.94,1.00  0.56,0.59,0.61,0.72 | 0.51,0.54,0.64,1.00  0.03,0.08,0.26,0.50
NDCG@1,3,10,00 0.91,0.94,0.94,0.95  0.56,0.59,0.60,0.61 | 0.51,0.54,0.58,0.66  0.03,0.07,0.14,0.20
imperfect>1 3 1
NotFound@1,3,10,00 1,0,0,0 3,2,1,1 0,0,0,0 1,1,1,1
FRecall@1,3,10,00 0.18,0.53,0.61,1.00  0.00,0.33,0.51,0.67 | 0.03,0.09,0.29,1.00  0.00,0.00,0.00,0.00
NDCG@1,3,10,00 0.36,0.53,0.56,0.64  0.00,0.27,0.35,0.38 | 0.06,0.08,0.15,0.31  0.00,0.00,0.00,0.00

venting ASR errors (Gorniak and Roy, 2005; Sug-
iura et al., 2009) or correcting them (L6pez-Cézar
and Callejas, 2008; Kim et al., 2013).

Known versus Unknown-OOV. Perfect=1 is
the only class with a substantial number of OOV
words (25). Note the increase in FRecall up to
rank @ oo for known ASR and unknown-OOV Text
and ASR, which indicates that correct interpreta-
tions are returned at very high ranks when input
words are not identified (NDCG increases only
modestly, as it penalizes high ranks). The dif-
ference in performance between known-perfect=1
and unknown-OOV-perfect=1 suggests that it is
worth improving Scusi?’s vocabulary coverage.

8 Conclusion

We offered a framework for the evaluation of SLU
systems that comprises a characterization of spo-
ken utterances, experimental design and evalua-
tion metrics. We described its application to the
evaluation of Scusi?— our SLU module for the in-
terpretation of descriptions in a household context.

Our characterization of descriptions identifies
frequently occurring cases, such as perfect=1, and
rare cases, such as imperfect>1; and highlights the
influence of vocabulary coverage on performance.

Our two types of experiments enable the eval-
uation of an SLU system’s performance from two
viewpoints: Interpretive trials support the compar-
ison of an SLU module’s performance with that of
people as addressees, and Generative trials assess
the performance of an SLU system when inter-
preting descriptions commonly spoken by users.
The results of the Interpretive trial were encourag-
ing, but they indicate that Scusi?’s “punitive” at-
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titude to attributes that do not match reality, such
as a bookcase not being under any portrait, may
need to be moderated. However, as stated above,
imperfect>1 descriptions were rare in our Gener-
ative trials. The results of these trials show that
development effort should be invested in (1) ASR
accuracy (Kim et al., 2013); (2) vocabulary cov-
erage; and (3) ability to represent complex, poly-
semous and no-landmark positional relations. In
contrast, descriptive prepositional phrases starting
with “with” or “of” may be judiciously ignored,
or the referent may be disambiguated by asking a
clarification question.

Our CantRepresent and NotFound evaluation
metrics provide an overall view of an SLU sys-
tem’s performance. IR-based metrics have been
used in the evaluation of SLU systems to com-
pare an interpretation returned by an SLU mod-
ule with a reference interpretation. In contrast, we
employ FRecall and NDCG in the traditional IR
manner, i.e., to assess the rank of correct inter-
pretations in an N-best list. The relevance mea-
sure fc (Equation 2), which is applied to both met-
rics, enables us to handle equiprobable interpre-
tations. However, rank-based evaluation metrics
do not consider the absolute quality of an interpre-
tation, i.e., the top-ranked interpretation might be
quite bad. In the future, we propose to investigate
confidence/accuracy metrics, such ICE (Thomson
et al., 2008), to address this problem.
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